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Chapter 1

Summary

In this Thesis dynamical mean-field methods in combination with a continuous-time quantum Monte Carlo impurity solver are used to study selected open problems of condensed matter theory. These problems comprise the effect of correlations and their quantification in covalent band insulators, non-local correlation effects and their intriguing consequences in frustrated two-dimensional systems, and a phenomenological approach to investigate temperature-dependent transport in graphene in the presence of disorder. While these problems seem to be quite diverse, at least in part, a recurrent theme in all of these studies is the quasiparticle concept as introduced by Landau in his famous Fermi-liquid theory. Apart from merely summarizing the results it will also be shown how the quasiparticle picture is found to appear in surprising contexts and to be invalidated in situations where it is usually expected to hold.

In Chapter 2 a brief introduction to the physics and theory of correlated electron systems is given and the quasiparticle concept is presented. In Chapter 3 the Hubbard model is introduced as the generic minimal model of correlated electronic systems, and methods to solve the Hubbard model with a focus on dynamical-mean field approximations are described. Especially the Mott metal-insulator transition is discussed and the effects of non-local correlations are illustrated by contrasting the case of infinite dimensions, where correlation effects are purely local, with the case...
of two dimensions, where non-local correlations become important. Also instabilities of the two-dimensional Hubbard model towards unconventional superconductivity are discussed. Finally, the continuous-time quantum Monte Carlo impurity solver is briefly introduced.

Correlations in a covalent band insulator are the topic of Chapter 4. A covalent band insulator is a band insulator with partially filled identical local orbitals, a characteristic which is relevant for materials like FeSi or FeSb$_2$. These materials exhibit non-trivial temperature dependent magnetic and transport properties partly reminiscent of Kondo insulators, and they are also of interest for thermoelectric applications. In our model study we show that a discontinuous transition from a band insulator to a Mott insulator takes place upon increasing the local Coulomb repulsion between electrons at low temperature. Moreover unexpected behavior is induced by electronic correlations. The charge gap shrinks with increasing interaction strength, and the charge and spin gaps deviate from each other in the correlated band insulator. In the Mott insulator the more conventional behavior is observed, with a vanishing spin gap and a charge gap which increases with increasing Coulomb repulsion. The shrinking of the charge gap in the correlated band insulator is traced to a gain of correlation energy by adding a single electron to the half-filled system. This consequently leads to a stronger energetic lowering of the single-electron excited state compared to the lowering of the ground state, hence a gap reduction. Interestingly this effect explains why band structure calculations for FeSi and FeSb$_2$ overestimate the charge gap by underestimating correlations, while for Mott insulators the charge gap is usually underestimated. Surprisingly, further insight into the problem is provided by an analogy with Fermi-liquid theory: the charge gap renormalization is related to a renormalization factor extracted from the linear slope of the real part of the self-energy, similar to the effective mass renormalization known, for example, from heavy-fermion systems. Therefore correlations in a band insulator are quantified by a relation borrowed from
the quasiparticle concept in Fermi-liquid theory, which is quite a remarkable fact.

In Chapter 5 a cluster generalization of dynamical-mean field theory to a plaquette is used to investigate the two-dimensional Hubbard model on the square lattice with a next-nearest neighbor hopping. Here the quasiparticle picture is found to break down already at relatively weak coupling and half-filling in the antinodal directions in momentum space. Moreover a \(d\)-wave superconducting phase emerges from this non-Fermi liquid metallic phase upon cooling. Hence Cooper pairs are formed in a state in which the quasiparticle lifetime in the respective momentum space region is already very small and non-Fermi liquid behavior is observed. A crossover from the weak-coupling non-Fermi liquid to a more conventional Fermi liquid metal is obtained upon doping the system. It is a fascinating open problem whether the non-Fermi liquid and superconducting phases at weak coupling and half-filling are related to the respective phases known to exist at strong coupling and finite doping. These questions lie at the heart of understanding the two-dimensional Hubbard model in the presence of a next-nearest neighbor hopping, which is also relevant for the superconducting cuprates. Furthermore it would be intriguing to study the theoretically observed weak-coupling phases in experiments. We mention here recent progress in the synthesis and investigation of new materials from the cuprate family, which for example allowed to study the difference between hole and electron doping and to provide insight into the consequences of weak and strong coupling magnetic ordering mechanisms in the undoped mother compounds.

A direct experimental motivation gave rise to the investigation presented in Chapter 6. In quasi two-dimensional organic charge transfer salts the bandwidth-controlled Mott metal-insulator transition can be studied by the application of hydrostatic pressure. In a series of conductance and NMR measurements under pressure it was found that the critical behavior at the continuous finite-temperature Mott transition in \(\kappa-(ET)_2\text{Cu[N(CN)\textsubscript{2}]Cl}\) is not compatible with the conventional Ising universality class,
which is known to apply to the three-dimensional Mott transition in $(V_{1-x}Cr_x)_2O_3$. A possible theoretical explanation of the deviation from Ising universality was guided by the insight that observables (like the conductance) may show different critical behavior than the order parameter of the transition, which is in fact not even precisely known for the Mott transition, and that Ising universality with modified critical exponents for the conductance therefore still applies. However, it was also proposed in a different theoretical approach that the real cause for unconventional Mott criticality in two dimensions lies in the fundamental importance of non-local correlations and the partial vanishing of the Fermi surface in the correlated metal. In essence, the idea behind this proposal is that the Mott transition in high dimensions may be described by a single number, namely the isotropic quasiparticle renormalization factor, which vanishes at the continuous transition and thus acts like a scalar (Ising-like) order parameter. This consequently leads to Ising criticality in high dimensions, and Ising universality is therefore also observed in three-dimensional systems if the quasiparticle picture holds in the correlated metal. In two dimensions, however, non-local correlation effects render the isotropic quasiparticle picture invalid and momentum-space differentiation with a partial depletion of the Fermi surface occurs, which is why Ising universality does not apply according to these arguments. Therefore the precise extent of validity of the quasiparticle concept and deviations from conventional Fermi-liquid physics play an important role also for this problem. While not elaborating on these fundamental issues, we still contribute to the discussion by modeling the experimental situation and following critical observables for the charge and spin degrees of freedom across the continuous transition. Remarkably, we find considerable agreement regarding the critical scaling laws with experimental data as well as theoretical predictions despite certain approximations involved. It is important to note here that the cluster dynamical-mean field method on the plaquette, which is used to calculate the observables, indeed captures a certain amount of non-local correlations. Hence
the consistency of our results with experiments suggests the importance of non-local correlations for unconventional Mott criticality in two dimensions.

The manufacture of single sheets of two-dimensional carbon, known as graphene, has recently attracted a lot of attention. A clean system of tight-binding electrons on a half-filled honeycomb lattice is a non-ideal conductor, which means that it has a finite dc conductivity at zero temperature even in the absence of impurities. This peculiar behavior is directly related to the linear quasiparticle dispersion at low energies in combination with the two-dimensionality, i.e., to the physics of massless two-dimensional Dirac fermions. In Chapter \[\text{4}\] we contribute to the investigation of the remarkable electronic properties of graphene by calculating its dc conductivity in the presence of local disorder. While disorder effects are particularly strong in non-suspended graphene on insulating substrates, recently fabricated suspended graphene samples show ultrahigh charge carrier mobilities. However, microscopic corrugations known as ripples, which are thermally induced intrinsic instabilities in two-dimensional sheets, and also impurity atoms or molecules adhering to the sheet still make the system “imperfect” with respect to a simple tight-binding model on a honeycomb lattice. In our work we use a phenomenological model for disorder by introducing a local random disorder distribution, which is treated in a coherent-potential approximation, the analogue to dynamical mean-field theory for disordered systems. By allowing the disorder strength to depend on temperature explicitly, our approach describes several features of the temperature dependent dc conductivity observed in experiments. In particular, a finite minimum conductivity at the charge neutrality point is found, which increases with temperature similar to the conductivity in a semiconductor. To be precise, the behavior is not entirely semiconducting, however, since the system has a finite minimum conductivity even at zero temperature. Away from the charge neutrality point, the temperature dependence changes, and at sufficiently large densities the conductivity becomes metallic. We show that a resis-
tivity which increases linearly with temperature and has a slope which decreases with increasing density, as measured for suspended graphene, is reproduced by assuming a temperature-dependent disorder strength. The corresponding scattering rate has a finite zero-temperature offset and increases linearly with temperature. This finding suggests the importance of at least two sources of scattering: a temperature-independent contribution, possibly related to adsorbed impurities, and a contribution from thermal excitations which may be related to ripples.
Zusammenfassung


In Kapitel 2 wird die Physik korrelierter Elektronen vorgestellt und das Quasiteilchen-Konzept präsentiert. Kapitel 3 enthält eine Einführung in das Hubbard-Modell als ein minimales Modell für die Physik korrelierter Elektronen. Ferner wird die dynamische Molekularfeld-Theorie vorgestellt, die im Grenzfall unendlicher Dimensionalität eine exakte Lösung des Hubbard-Modells liefert. Der Phasenübergang von einem Metall zu einem Mott-Isolator wird diskutiert, und anhand dessen unterschiedlicher

wird die Lücke folglich überschätzt, wenn Korrelationseffekte unterschätzt werden. Im korrelierten Band-Isolator taucht auch überraschenderweise ein Konzept der Fermiﬂüssigkeitstheorie auf. Man kann nämlich zeigen, dass die Renormierung der Lücke sich durch einen Renormierungsfaktor quantifizieren lässt, der formal dem Quasiteilchen-Gewicht aus der Fermiﬂüssigkeitstheorie entspricht. Die Verkleinerung der Energiehücke durch Korrelationen entspricht unter diesem Aspekt der Erhöhung der effektiven Bandmasse, die man beispielsweise aus Schwer-Fermionen-Systemen kennt — ein durchaus bemerkenswerter Zusammenhang.

Kuprat-Supraleiter von Relevanz.


\[1\text{Ich erlaube mir, an dieser Stelle aus der amerikanischen Comedy-Serie The Big Bang Theory zu zitieren: “Good lord! The interference pattern in the fracture, the motion of the wave through the molecular structure ... I’ve been looking at it all wrong! I can’t consider the electrons as particles. They move through the graphene as a wave! It’s a wave! The moment to applaud would be now! ... Troglo"}ytes!” (Dr Sheldon Cooper, Staffel 3, Folge 14: The Einstein Approximation)\]
Chapter 2

Introduction

2.1 Introductory Remarks

The understanding of the physical properties of electrons in a solid involves a highly complex quantum-mechanical many-body problem. Even if the ionic lattice is treated as a static potential for the electrons in the Born-Oppenheimer approximation, the Coulomb repulsion between the electrons renders exact solutions of the problem impossible in most cases. Nevertheless it is often a good approximation to reduce the many-electron problem to an effective single-particle description, as in density functional theory [1], which has been successfully applied to rather weakly interacting systems with conduction bands derived from $s$ or $p$ electrons. However, the single-particle picture fails when the Coulomb repulsion becomes too strong, which is typically the case in systems with open $d$ or $f$ shells.

A periodic lattice with an even number of electrons per unit cell is a band insulator because its energy bands are either filled or empty. In a class of materials called Mott insulators, in contrast, the Coulomb repulsion between electrons renders the system insulating even though the bands are partially filled. The single-band Hubbard model [2,3,4] (see Sec. 3.1) is a generic minimal model which contains the limiting cases of (i) non-interacting, delocalized electrons in a metallic band and (ii) localized electrons
in a Mott insulator. Its main parameters are the bare bandwidth $W$, the strength of the local Coulomb repulsion $U$, the band filling $n$ and the lattice dimensionality $d$. The phase transition which occurs in between the two limits (i) and (ii) is known as the Mott metal-insulator transition (MIT). The bandwidth-controlled MIT at zero temperature and half-filling occurs when the ratio $U/W$ exceeds a critical value, which depends on the dimensionality and lattice structure of the system.

An important step forward in the understanding of the Mott transition was made when it was realized that the Hubbard model can be solved numerically exactly in the limit of infinite dimensions or, equivalently, infinite lattice coordination number. In this limit the electronic self-energy becomes local, and the full lattice problem can be mapped to an auxiliary impurity problem with a surrounding bath which has to be determined self-consistently. In the framework of the dynamical mean-field theory (DMFT, see Sec. 3.2) this mapping can also be used as a controlled approximation for treating electronic correlation effects in a solid. In DMFT the local dynamical correlations are accounted for exactly, while non-local dynamical correlations are neglected. In conjunction with the local-density approximation (LDA) to the density functional theory, DMFT has thus become a very successful tool for the ab-initio study of strongly correlated electron systems, an approach which is commonly abbreviated as LDA+DMFT.

Naturally, as it is formulated for the limit of infinite dimensions, the application of DMFT to model systems becomes problematic if the dimensionality is low, e.g., in two dimensions. However, there are fascinating examples of classes of effectively two-dimensional systems which one would like to understand and where correlations are strong, like the high-temperature cuprate superconductors or the organic charge transfer salts. In the latter, for example, the bandwidth-controlled MIT can be probed

---

1 The Hubbard model can indeed be formulated for any kind of band structure involving also band insulators, see Chapter 4.
by applying hydrostatic pressure. Moreover, in both of the mentioned material families unconventional superconducting phases are observed.

In fact, it is quite obvious why DMFT, in its single-site version, is insufficient to describe the physics of these two-dimensional systems. The description of unconventional superconducting pairing, e.g., $d$-wave pairing, in a model with repulsive bare interactions requires the inclusion of non-local dynamical pair field amplitudes, hence the inclusion of non-local dynamical correlations. Moreover, in two-dimensional correlated systems the phenomenon of momentum-space differentiation occurs. This means that even in the metallic state parts of the Fermi surface may vanish while other parts still survive, the proper description of which demands to take into account the momentum dependence (i.e., the non-locality) of the self-energy.

Several generalizations of DMFT have been proposed to deal with situations in which non-local correlations become important. Among them are quantum cluster theories (see Sec. 3.3), such as the cellular DMFT (CDMFT), the dynamical cluster approximation (DCA) or the variational cluster approximation (VCA), the dynamical vertex approximation ($\Gamma A$) and the dual-fermion (DF) method. In contrast to DMFT, all of these methods allow for a momentum dependence of the self-energy. By these means, it became possible to study the Mott MIT also in the two-dimensional Hubbard model, where certain characteristics of the transition are different from the infinite-dimensional limit (see Sec. 3.4).

Both in DMFT and its cluster generalizations the lattice problem is mapped to an effective (single- or cluster-) impurity problem. The solution of the impurity problem requires the application of a so-called impurity solver. One possible choice is the continuous-time quantum Monte Carlo (CTQMC) method. Its flavor used throughout this work, the hybridization expansion, is based on the expansion of the effective impurity action in the hybridization between impurity and bath sites. A derivation of the basic formulas and a brief description of the underlying algorithm
is presented in Sec. 3.6.

### 2.2 Fermi-Liquid Theory and Quasiparticles

One of the most important advances in the theoretical understanding of condensed matter was the formulation of Landau’s Fermi-liquid theory \([11,12]\). In essence, Fermi-liquid theory is a phenomenological theory which applies to normal Fermi systems, i.e., systems which can be adiabatically connected to the Fermi gas. Fermi-liquid theory was successfully applied to normal \(^3\)He \([13]\) and provided a basis for the understanding of heavy-fermion systems \([14]\) and correlated metals in general.

By introducing the concept of quasiparticles, Fermi-liquid theory treats a system of interacting fermions (e.g., electrons in a solid) as a liquid of quasiparticles which also obey Fermi-Dirac statistics. The quasiparticles are characterized by an effective mass \(m^*\) which is larger than the bare fermionic mass \(m\) due to the interactions between the bare fermions. Landau’s theory explains why thermodynamic properties (temperature dependence of the specific heat, spin susceptibility etc.) of interacting Fermi systems correspond to the properties of the free Fermi gas, but with renormalized parameters.

If more than one quasiparticle is excited there are also weak residual interactions between quasiparticles. However, scattering processes are sufficiently suppressed by Pauli’s exclusion principle, at least for three-dimensional isotropic systems. Therefore the phase space volume available for scattering processes close to the Fermi surface is severely reduced and the residual interactions between quasiparticles are indeed weak. In fact, in a Fermi liquid the quasiparticles have an infinite lifetime at the Fermi surface and at zero temperature. Thus Fermi-liquid theory consistently guarantees the existence of well-behaved quasiparticles \textit{provided} that the initial mapping between the Fermi gas and the Fermi liquid is possible. In other words, the gas-to-liquid mapping can be viewed as the main assumption of Fermi-liquid theory.
A relation of the phenomenological quasiparticle concept to the microscopically determined single-particle self-energy is formulated in Sec. 3.4. As mentioned above, the consistency of Fermi-liquid theory is based on the assumption of reduced scattering phase space. This assumption can be shown to hold for three-dimensional isotropic systems [15]. For two-dimensional systems, however, the phase space argument does not necessarily hold. Indeed the existence of van-Hove singularities in the density of states due to saddle points in the bare energy dispersion may further enhance low-energy scattering phase space and provide a basis for the breakdown of Fermi-liquid theory in the presence of electronic correlations. An example of non-Fermi liquid behavior in a two-dimensional system even for weak electronic interactions is shown in Chapter 5.
Chapter 3
Models and Methods

3.1 The Hubbard Model

The fermionic Hubbard model \[2,3,4\] is a conceptually simple model for the description of interacting electrons hopping on a lattice. However, its simplicity at first sight is misleading since the Hubbard model contains a rich variety of physical phenomena. Written in terms of creation (\(c_{i\sigma}^\dagger\) creates an electron with spin \(\sigma = \uparrow, \downarrow\) in an orbital on lattice site \(i\)) and annihilation operators (\(c_{i\sigma}\)), which anticommute according to fermionic statistics (\(\{c_{i\sigma}, c_{j\sigma'}^\dagger\} = c_{i\sigma}c_{j\sigma'}^\dagger + c_{j\sigma'}^\dagger c_{i\sigma} = \delta_{ij}\delta_{\sigma\sigma'},\ \{c_{i\sigma}, c_{j\sigma'}\} = \{c_{i\sigma}^\dagger, c_{j\sigma'}^\dagger\} = 0\)), the single-band Hubbard model is given by

\[
H = \sum_{ij\sigma} t_{ij} c_{i\sigma}^\dagger c_{j\sigma} + U \sum_i n_{i\uparrow} n_{i\downarrow}, \tag{3.1}
\]

where \(n_{i\sigma} = c_{i\sigma}^\dagger c_{i\sigma}\) is the local particle number operator, \(t_{ij}\) is the matrix element for hopping between sites \(i\) and \(j\) of the lattice (\(t_{ji} = t_{ij}^*\)), and \(U\) is the strength of the on-site Coulomb repulsion, i.e., an amount of energy \(U\) that is required for each doubly occupied site. The operator for double occupancy, \(n_{i\uparrow} n_{i\downarrow}\), has eigenvalues 0 and 1, and the average double occupancy \(D = L^{-1} \sum_i \langle n_{i\uparrow} n_{i\downarrow}\rangle\) (\(L\) is the number of lattice sites) is an indicator for the degree of localization of the electrons. Typically \(D\) is larger in the metal than in the Mott insulator. Here

\[
\langle O \rangle = \frac{\text{Tr} O e^{-\beta H}}{\text{Tr} e^{-\beta H}} \tag{3.2}
\]
denotes the quantum-statistical average of the operator $O$, $\text{Tr} \ldots = \sum_n \langle n | \ldots | n \rangle$ is the trace (with a Hilbert space basis $\{|n\rangle\}$).

As mentioned above, the Hamiltonian (3.1) contains two important limiting cases. For $U = 0$ it describes non-interacting electrons in delocalized Bloch states moving in a band with dispersion $\epsilon_k = \sum_{ij} e^{ik(R_i-R_j)}t_{ij}$ and bandwidth $W$. For the following discussion we make a further simplification and consider simple lattices retaining only hopping matrix elements between nearest-neighboring sites. Writing $t_{ij} = -t$ if $i$ and $j$ are nearest neighbors (and $t_{ij} = 0$ else), the single-band Hubbard model takes the even simpler form

$$H = -t \sum_{\langle i,j \rangle n\sigma} \left( c_{i\sigma}^\dagger c_{j\sigma} + h.c. \right) + U \sum_i n_{i\uparrow} n_{i\downarrow}.$$  

For very large $U/t \gg 1$ the Hubbard model can be mapped to the $t$-$J$ model with exchange coupling $J \propto t^2/U$ [16], which contains as a limiting case at half-filling (one spin per site) the spin-1/2 Heisenberg model. The Heisenberg model is a non-trivial quantum spin model, and a discussion of its properties for various cases is beyond the scope of this work. Here we mention only that for bipartite lattices (i.e., lattices which can be divided into two sublattices such that each lattice site has only nearest neighbors of the opposite sublattice) the unfrustrated Heisenberg model exhibits long-range antiferromagnetic order with a finite critical temperature in dimensions $d > 2$ [17,18] and with a critical temperature $T_c = 0$ in $d = 2$ [19,20,21,22].

In between the limits of non-interacting electrons and localized quantum spins (at half-filling), the Hubbard model exhibits a bandwidth-controlled MIT with a critical interaction strength $U_c$ of the order of the bandwidth. In a simplified picture, the MIT can be understood as a phase transition occurring due to the competition between a kinetic energy gain (parametrized by $W \propto t$) by the delocalization of electrons and a

\footnote{We adapt the usual notation $\beta = (k_B T)^{-1}$ and set the Boltzmann constant $k_B = 1$ throughout this work.}
potential energy gain (parametrized by $U$) avoiding the local Coulomb repulsion by localization. More details of the Mott transition with a focus on the limit of infinite dimensions and a contrasting perspective for the two-dimensional Hubbard model will be presented in Sec. 3.4.

In contrast to the strong coupling regime, where antiferromagnetism in the so-called Mott-Heisenberg insulator may appear as an ordered state of localized spins, antiferromagnetic order is also found as a weak-coupling instability, with an energy gain due to the opening of an energy gap by the doubling of the unit cell. The corresponding mechanism is also referred to as the Slater mechanism for antiferromagnetism, and it may be studied within a static mean-field (Hartree-Fock) approximation to the Hubbard model. In general, the tendency of the system to order antiferromagnetically is strongest on lattices with perfect nesting (where a single reciprocal nesting vector connects parts of the Fermi surface), for example on unfrustrated hypercubic lattices with only nearest-neighbor hopping.

Away from half-filling the homogeneous phase of the system may become unstable and the system may show a tendency to exhibit phase separation \[23, 24, 25\] and to form patterns in real space, e.g., stripes \[26\]. We note in passing that in contrast to antiferromagnetism, a weak-coupling approach to the Hubbard model does not allow for a ferromagnetic solution. However, one of the few rigorous statements about the Hubbard model is the Nagaoka theorem \[27\], which states that in the limit of infinite Coulomb repulsion $U$ the ground state of the half-filled system plus a single hole is a fully polarized ferromagnet. The Nagaoka theorem holds for different lattice structures, among them the hypercubic lattice. Ferromagnetic solutions of the Hubbard model at strong but finite $U$ and at finite doping have been studied, e.g., within DMFT \[23\]. Only recently the existence of a thermodynamic Nagaoka phase was established in the limit of infinite dimensions \[28\].

While in dimensions $d > 2$ many characteristics of the Hubbard model can be
studied, at least qualitatively, within dynamical or even static mean-field approximations, approximate schemes neglecting non-local quantum fluctuations become more unreliable in two dimensions. However, especially due to the importance of non-local fluctuations the two-dimensional Hubbard model shows rich physics, e.g., unconventional superconductivity [29,30], the intriguing pseudogap phenomenon observed in the cuprates [31,32] or the notion of a quantum spin-liquid state [33,34]. A discussion of numerical studies of the two-dimensional Hubbard model with a focus on unconventional superconductivity will be given in Sec. 3.5.

3.2 Dynamical Mean-Field Theory

The Dynamical Mean-Field Theory (DMFT) is a non-perturbative, controlled and conserving approximation to the full many-body problem. The development of DMFT started with the demonstration of Metzner and Vollhardt [6] that the diagrammatics of fermionic quantum lattice models simplify in an appropriately chosen limit of infinite dimensions or, equivalently, infinite lattice coordination number \(Z\). DMFT became a computational scheme by the insight that the lattice problem can be mapped to a quantum impurity model plus a self-consistency condition in this limit [7,35]. DMFT thus is the dynamical analogue to static Weiss mean-field or Hartree-Fock approximations. The impurity problem is solved by either an approximate analytical scheme or a numerical impurity solver. The results of this work were obtained using a continuous-time quantum Monte Carlo solver, which will be introduced in Sec. 3.6.

In practice DMFT is a useful and successful computational scheme in various contexts. First of all, it allows for an exact solution of the Hubbard model with local interaction in the limit of infinite dimensions. Moreover, the DMFT is a good approximation for three-dimensional electron systems, especially if the number of nearest neighbor ions \(Z\) is relatively large, e.g., \(Z = 12\) on the face-centered cubic...
lattice as compared to $Z = 6$ on the body-centered cubic lattice. Combined with band structure calculations on the basis of density functional theory, DMFT enables material-specific investigations of electronically correlated materials with quantitative predictive power. Finally, by generalizing the DMFT approximation to include non-local correlation effects even two-dimensional models can be studied using a cluster extension of dynamical mean-field theory.

A detailed derivation of the DMFT equations is given, e.g., in the DMFT review article, Ref. [36]. Here we illustrate the DMFT by applying it to the single-band Hubbard model as defined in Eq. (3.1). In this case the basic quantities of DMFT are the following:

- the electronic dispersion relation $\epsilon_k$, which depends on the lattice geometry and the hopping matrix elements $t_{ij}$
- the local Coulomb interaction strength $U$
- the one-particle Green function $G(k, i\omega_n) = (i\omega_n + \mu - \epsilon_k - \Sigma(i\omega_n))^{-1}$
- the one-particle local Green function $G(i\omega_n) = \sum_k G(k, i\omega_n)$
- the dynamical mean field or “Weiss field” $G_0(i\omega_n)$
- the local electronic self-energy $\Sigma(i\omega_n)$
- the desired electronic density or band filling $n$ (for fixed filling) or the chemical potential $\mu$ (for fixed chemical potential)

Here $\omega_n = (2n + 1)\pi T = (2n + 1)\pi/\beta$ is the $n^{th}$ fermionic Matsubara frequency.

\[\text{If the filling is fixed, one needs to adjust the chemical potential accordingly. This is typically done during each loop of the self-consistency cycle, see Fig. 3.1.}\]

\[\text{The DMFT equations may be formulated equivalently on the real instead of the imaginary frequency axis. The choice depends on whether the impurity solver works on the real-frequency axis, as, e.g., the numerical renormalization group, or on the imaginary (Matsubara) frequency axis, like a solver based on quantum Monte Carlo methods. Since we are using one of the latter we formulate DMFT on the Matsubara axis.}\]
and the relation between the Weiss field and the self-energy will be shown below.
Note that we suppress the possible spin dependence of the Green function, the Weiss
field and the self-energy for brevity, i.e., we show the equations for a paramagnetic
state.

The DMFT is set up by selecting an arbitrary site coined “0” and by defining the
local effective action:

\[ S_{\text{eff}} = - \int_0^\beta d\tau \int_0^\beta d\tau' \sum_\sigma c_{0\sigma}^\dagger(\tau) G_0(\tau - \tau')^{-1} c_{0\sigma}(\tau') + U \int_0^\beta d\tau \, n_{0\uparrow}(\tau)n_{0\downarrow}(\tau) \]  \hspace{1cm} (3.4)

where \( \tau \) is the imaginary time and the imaginary-time dependent operators in the
Heisenberg picture are given by \( c(\tau) = \exp(H_{\text{eff}}\tau) c \exp(-H_{\text{eff}}\tau) \). \( G_0(\tau) \) is the inverse
Fourier transform of the Weiss field \( G_0(i\omega_n) \) according to the relations

\[ g(\tau) = \beta^{-1} \sum_n \exp(-i\omega_n\tau) g(i\omega_n), \]  \hspace{1cm} (3.5)

\[ g(i\omega_n) = \int_0^\beta d\tau \exp(i\omega_n\tau) g(\tau), \]  \hspace{1cm} (3.6)

where \( g \) stands for the Weiss field or the Green function.

The local effective action defines a single-impurity problem which is equivalent to
a conveniently chosen single-impurity Anderson model (SIAM) for a given Weiss field
\( G_0 \). An impurity solver is an analytical or numerical method to determine, given the
effective action, the local one-particle Green function

\[ G(\tau) = -\langle T_\tau c_0(\tau)c_0^\dagger(0) \rangle_{S_{\text{eff}}}, \]  \hspace{1cm} (3.7)

\footnote{Its relation to the original lattice model can be derived, e.g., using the so-called cavity construction, as shown in Ref. \[8\].}

\footnote{Note that this notation implies that one knows the effective Hamiltonian \( H_{\text{eff}} \) corresponding to the effective action \( S_{\text{eff}} \). While this is the case for the single-impurity Anderson model, it is not the case in general. Then the imaginary-time dependence of the operators in (Eq. 3.4) should be viewed as a formal expression. In fact it is often more convenient to express the effective action using Grassmann variables and path integrals instead of fermionic operators, see Sec. \[8\].}

\footnote{The Fourier transformation needs to be performed also for the Green function during the self-consistency cycle, which is why we show the relations for a general function \( g \) here.}
where $\mathcal{T}$ is the imaginary-time ordering operator ensuring the required antiperiodicity of the fermionic Green function with respect to imaginary time shifts of $\beta$. Again we have dropped the spin dependence of the operators. The physics of the effective action given by Eq. (3.4) is that of a local impurity embedded in a bath of noninteracting electrons, where $U$ is the energy associated with a double occupancy of the impurity site with a spin-up and a spin-down electron, and the Weiss field contains information about the bath itself and its connection to the impurity site, i.e., hopping processes between the impurity site and the bath.

The Weiss field is related to the lattice degrees of freedom of the original lattice model; it contains all the information about the lattice structure. The mean field needs to be determined self-consistently in an iterative process as detailed below. At this point it is important to note that the Weiss field $G_0$ is not equivalent to the non-interacting Green function $G_0$ of the original lattice model; $G_0$ and $G_0$ merely coincide in the limit $U = 0$. Therefore $G_0$ contains information about the interacting system, while $G_0$ contains information about the non-interacting system only.

The single-particle self-energy $\Sigma(\omega)$ obtained by DMFT is local and fulfills the equations

$$G(i\omega_n) = \sum_k (i\omega_n + \mu - \Sigma(i\omega_n) - \epsilon_k)^{-1},$$  \hspace{1cm} (3.8)

$$G_0^{-1}(i\omega_n) = G^{-1}(i\omega_n) - \Sigma(i\omega_n),$$  \hspace{1cm} (3.9)

the latter of which is the Dyson equation. The functional dependence of $\Sigma(i\omega_n)[G_0, U]$, defined on the discrete set of Matsubara frequencies $\omega_n = (2n + 1)\pi T$, on $G_0$ and $U$ is determined by an auxiliary SIAM.

In practice one starts with some choice of the self-energy, computes the lattice Green function, computes the Weiss field, solves the impurity problem, extracts the

---

7Actually the choice $G_0 = G_0$, i.e., the free solution, is a convenient starting point for the iterative procedure in practice. Other simple possibilities are the static mean-field (Hartree/Hartree-Fock) solution or the solution of the atomic problem.
Figure 3.1: Illustration of the DMFT self-consistency cycle for fixed filling $n$ and for an impurity solver which works on the Matsubara axis.

self-energy, and so forth until convergence is achieved. A schematic illustration of this self-consistency scheme is shown in Fig. 3.1.

As indicated in Fig. 3.1, it is necessary to Fourier transform the Green function measured in imaginary time to Matsubara frequencies according to Eq. (3.6) in order to extract the self-energy. Since the local Green function is discontinuous at $\tau = 0$ due to the fermionic anticommutation relations, one needs to take care of this jump in order to obtain the correct asymptotic high-frequency behavior of $G(i\omega_n)$. We
therefore write down the high-frequency expansion of \( G \),

\[
G(i\omega_n) = \frac{c_1}{i\omega_n} + \frac{c_2}{(i\omega_n)^2} + \frac{c_3}{(i\omega_n)^3} + \mathcal{O}\left(\frac{1}{(i\omega_n)^4}\right),
\]  

(3.10)

where the first three coefficients (corresponding to the zeroth, first and second moments of the spectral density) are given by [37]

\[
c_1 = -(G(0) + G(\beta)),
\]

(3.11)

\[
c_2 = G'(0) + G'(%),
\]

(3.12)

\[
c_3 = -(G''(0) + G''(%)).
\]

(3.13)

For the example of the local Green function \( c_1 = -1 \). In principle it is possible to obtain the higher order coefficients from QMC measurements of certain correlations functions (see, e.g., Refs. [37] and [38]) and thus to enforce the correct high-frequency behavior not only of the Green function but also of the self-energy. Such a scheme according to Ref. [38] is used in Chapter 4 to compute also \( c_2 \) and \( c_3 \) using the average density and the density-density correlator measured in QMC.

As already mentioned, for a solution of the DMFT equations (3.8) and (3.9) at fixed filling the chemical potential needs to be adjusted accordingly. This is achieved by increasing or decreasing the chemical potential with respect to its value in the previous iteration, depending on whether the filling in the previous iteration is too large or too small. This has to be repeated until the filling reaches the desired value for the given self-energy in the present iteration according to

\[
n = \sum_\sigma \left(1 - \beta^{-1} \sum_n \sum_k (i\omega_n + \mu - \epsilon_k - \Sigma(i\omega_n)^{-1})\right).
\]

(3.14)

Given a converged solution of the DMFT equations, one can measure in a final QMC run the Green function and other imaginary-time correlation functions, e.g., the local

---

8In the cluster DMFT (see Sec. 3.3.1), for example, also off-diagonal components of the Green function matrix need to be Fourier transformed, where \( c_1 = 0 \) since the anticommutator of fermionic creation and annihilation operators for different cluster sites vanishes.
spin-spin correlation function, grouping measurements into bins (subsets of measurements). These binned measurements can be used for a statistical error analysis and a subsequent analytical continuation to the real-frequency axis by applying a maximum entropy method \[39\], which is described in more detail in Appendix A.

Important results obtained with DMFT, especially for the Mott MIT, will be discussed in Sec. 3.4.

### 3.3 Quantum Cluster Theories

Local correlations are in general the most important correlations in many-body systems. Non-local correlations, however, become essential in low-dimensional systems \((d \leq 2)\) and especially at low temperatures. In essence, non-local quantum fluctuations are responsible for such intriguing phenomena as unconventional superconductivity, magnons or spin-liquid phases.

While systems in less than two dimensions, such as Hubbard chains or spin ladders, are successfully studied using techniques like the density-matrix renormalization group (DMRG), two-dimensional quantum many-body systems are especially difficult to approach from a theoretical physicist’s point of view. Finite-size methods, such as determinantal or variational QMC, DMRG or exact diagonalization (ED) are limited in system size due to the exponential growth of the Hilbert space. The functional renormalization group (fRG) \[40\], on the other hand, is by construction restricted to rather weak couplings.

The success of DMFT in describing correlation effects in dimensions higher than two triggered a series of proposed generalized schemes inspired by dynamical mean-field theory:

- quantum cluster theories, such as cellular/cluster DMFT (CDMFT), the dynamical cluster approximation (DCA) and the variational cluster approximation
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(VCA) [41],

- the dynamical vertex approximation DΓA [42],
- the dual-fermion (DF) method [43, 44].

The DΓA and DF approaches will be briefly discussed at the end of this section. First, we focus on quantum cluster theories and present the relevant schemes and properties.

The idea of finite-size simulations is to approximate the infinite system by an isolated finite part of the system and to extrapolate the results to the bulk thermodynamic limit using scaling arguments. Quantum cluster theories take a different route: The bulk lattice is replaced by an effective finite-sized cluster embedded in a self-consistently determined bath. Therefore quantum cluster theories give approximate results for the thermodynamic limit. The different flavors of quantum cluster theories share the properties that they reduce to the single-site DMFT for a cluster of size one and approach the bulk limit upon an increase in cluster size.

In single-site DMFT the electronic self-energy is purely local in real space and therefore constant in momentum space, \( \Sigma(k, i\omega_n) \rightarrow \Sigma(i\omega_n) \). In quantum cluster theories a part of the momentum structure of the self-energy is recovered. In the plaquette CDMFT used in Chapters 5 and 6 of this Thesis one computes, in addition to the local self-energy, also the real-space matrix elements \( \Sigma_{ij}(i\omega_n) \) with \( i \) and \( j \) being sites of a 2\times2 plaquette, i.e., nearest- and next-nearest neighbor matrix elements of the self-energy. This corresponds to a momentum-space resolution where \( \Sigma(K, i\omega_n) \) is obtained for \( K = (0,0), (\pi,0), (0,\pi) \) and \( (\pi,\pi) \).

In all quantum cluster schemes, the self-energy is approximated by a linear combination of \( N_c \) basis functions \( \Phi_n(k) \) for a cluster of \( N_c \) sites:

\[
\Sigma(k, i\omega_n) \rightarrow \Sigma_{\text{cluster}}(k, i\omega_n) = \sum_{n=1}^{N_c} \Phi_n(k) \Sigma_n(i\omega_n). \tag{3.15}
\]
Single-site DMFT is recovered for $N_c = 1$ with a $k$-independent basis function. It is the particular choice of the basis functions which determines the relation between the impurity model and the lattice model for $N_c > 1$. This choice is not unique and differs for example between CDMFT and DCA. In CDMFT, which is built from the real-space cluster perspective, the basis functions are the Fourier phase factors $N_c^{-1} \exp(ik(R_i - R_j))$ and the coefficients are the corresponding cluster self-energies $\Sigma_{ij}(i\omega_n)$. For the example of the plaquette, the independent components are the local self-energy, the self-energy for nearest neighbor sites in $x$ direction, the self-energy for nearest neighbor sites in $y$ direction, and the self-energy for next-nearest neighbor sites along the diagonal. In contrast, in DCA the basis functions are chosen to be constants in certain patches that cover the Brillouin zone, e.g., patches of size $(\Delta k_x, \Delta k_y) = (\pi, \pi)$ around the $K$ vectors $(0,0), (\pi,0), (0,\pi)$ and $(\pi,\pi)$ for a 4-site DCA on the square lattice.

The relevance of a momentum-resolved self-energy, even at moderate interaction strength, is illustrated in Fig. 3.2 taken from Ref. [45]. Here the self-energy from quantum cluster theories (in this instance the DCA) for several cluster sizes is compared with the self-energy from an algorithm called diagrammatic Monte Carlo (DiagMC), which directly evaluates diagrams of the lattice problem by Monte Carlo sampling. DiagMC is restricted to rather weak interaction strengths but does not suffer from momentum-space discretization errors. The figure shows the deviation of the self-energy from its constant DMFT value along selected paths in the Brillouin zone and also the convergence of DCA results to the bulk self-energy upon an increase in cluster size.

After these introductory remarks we will now outline the set-up of CDMFT. For most of the presentation we follow the review article on quantum cluster theories, Ref. [41], in which also detailed derivations and discussions of the various flavors of quantum cluster theories can be found.
Figure 3.2: Momentum dependence of the self-energy at the lowest Matsubara frequency along the indicated paths in the first Brillouin zone for the two-dimensional square-lattice Hubbard model with parameters $U/t = 4$, $\mu/t = 3.1$ and $T/t = 0.4$. The results were obtained using a diagrammatic Monte Carlo method (DiagMC) and DCA calculations with a continuous-time auxiliary field (CT-AUX) quantum Monte Carlo solver for the indicated cluster sizes. From Ref. [45].

### 3.3.1 Cluster DMFT

The CDMFT algorithm is based on a division of the infinite lattice into real-space clusters of size $N_c$. The origins of the clusters form a superlattice with vectors $\tilde{x}$, and the sites within a cluster are connected to the cluster origin by vectors $X$. Thus the position of each site of the lattice can be written as $x = \tilde{x} + X$. Analogously each reciprocal lattice vector in the Brillouin zone is written as $k = \tilde{k} + K$, where $K$ labels the origin of a Brillouin zone patch and $\tilde{k}$ are vectors from the patch origin to the momenta within a patch. The division of the lattice and the Brillouin zone is illustrated in Fig. 3.3 for the case of a plaquette cluster.
Models and Methods

Figure 3.3: Real space and reciprocal space divisions into clusters and patches, respectively.

The CDMFT equations are analogous to the DMFT equations presented above. They read

\[ G(i\omega_n) = \sum_{\tilde{k}} \left( (i\omega_n + \mu) 1 - \Sigma(i\omega_n) - t(\tilde{k}) \right)^{-1} \]

(3.16)

\[ G_0^{-1}(i\omega_n) = G^{-1}(i\omega_n) - \Sigma(i\omega_n). \]

(3.17)

Here the hopping matrix \( t(\tilde{k}) \) is defined via its matrix elements (\( i \) and \( j \) labeling cluster sites)

\[ t_{ij}(\tilde{k}) = N_c^{-1} \sum_{\mathbf{K}} e^{i(\mathbf{K} + \tilde{k})(\mathbf{X}_i - \mathbf{X}_j)} \epsilon_{\mathbf{K} + \tilde{k}}, \]

(3.18)

all the quantities (\( t \), the coarse-grained cluster Green function \( G \), the corresponding Weiss field \( G_0 \) and the cluster self-energy \( \Sigma \)) are \( N_c \times N_c \) matrices and we have introduced the \( N_c \times N_c \) unit matrix 1.

As in the single-site case the self-consistency cycle is closed by solving the impurity
problem, i.e., by calculating, for a given self-energy and the corresponding Weiss field, a new cluster Green function matrix with elements

\[ G_{ij}(\tau) = -\langle T_{\tau} c_i(\tau) c_j^\dagger(0) \rangle_{S_{\text{eff}}}, \]  

(3.19)

where the effective impurity problem is given by the action

\[ S_{\text{eff}} = -\int_0^\beta d\tau \int_0^\beta d\tau' \sum_{ij\sigma} c_{i\sigma}^\dagger(\tau) (G_0(\tau - \tau')^{-1})_{ij} c_{j\sigma}(\tau') + U \int_0^\beta d\tau \sum_i n_{i\uparrow}(\tau)n_{i\downarrow}(\tau). \]  

(3.20)

The effective impurity problem is an \( N_c \times N_c \) cluster problem, with off-diagonal elements of both the Green function matrix and the self-energy matrix.

### 3.3.2 Superconducting States

It is possible to generalize the cluster DMFT method to include also superconducting states with momentum-dependent order parameter as long as the cluster size is large enough to ensure the relevant momentum space resolution. This is discussed in detail, e.g., in Ref. [29]. We consider superconducting states where the electrons are paired in total spin \( S_z = 0 \) and total momentum \( \mathbf{K} = 0 \) states, which may be described by an order parameter \( \Delta_k = \langle c_{k\uparrow} c_{-k\downarrow} \rangle \). Here it is necessary to introduce the anomalous Green function \( F(\mathbf{k}, \tau) = -\langle T_{\tau} c_{k\uparrow}(\tau) c_{-k\downarrow} \rangle \) in addition to the normal Green function \( G(\mathbf{k}, \tau) \). The allowed symmetry of the pairing state is restricted by the cluster geometry. For an order parameter with \( d_{x^2-y^2} \) symmetry, which transforms according to \( \cos k_x - \cos k_y \), it is necessary to introduce at least a 4-site cluster.

The CDMFT formalism is easily generalized to superconducting states by introducing the concept of Nambu spinors

\[ \Psi_k^\dagger = \left( c_{k\uparrow}, c_{-k\downarrow} \right), \quad \Psi_k = \left( \Psi_k^\dagger \right)^\dagger. \]  

(3.21)
The corresponding $2 \times 2$ Nambu Green function matrix in momentum space reads

$$G(k, \tau) = \begin{pmatrix}
-\langle T_{\tau} c_{k\uparrow}(\tau)c_{k\uparrow}^\dagger \rangle & -\langle T_{\tau} c_{k\downarrow}(\tau)c_{-k\downarrow} \rangle \\
-\langle T_{\tau} c_{-k\downarrow}^\dagger (\tau)c_{k\uparrow}^\dagger \rangle & -\langle T_{\tau} c_{-k\downarrow}(\tau)c_{-k\downarrow}^\dagger \rangle \\
G_{\uparrow}(k, \tau) & F(k, \tau) \\
F^*(k, \beta - \tau) & G_{\downarrow}(-k, \beta - \tau)
\end{pmatrix}. \quad (3.22)$$

For the example of plaquette CDMFT the cluster Green function matrix is diagonal in cluster momentum space. The corresponding cluster momenta are $(0, 0)$, $(\pi, 0)$, $(0, \pi)$ and $(\pi, \pi)$, and the relevant anomalous Green functions for a $d$-wave order parameter are $F((\pi, 0), \tau) = -F((0, \pi), \tau)$, while the anomalous Green functions vanish at $(0, 0)$ and $(\pi, \pi)$ due to the $d_{x^2-y^2}$ symmetry.

A superconducting solution to the CDMFT equations in the repulsive Hubbard model may be found for appropriately chosen parameter values, as shown in Chapter 5. If the CDMFT self-consistency cycle is initiated with a normal-conducting solution, where the anomalous Green functions are zero, one ends up with a normal-conducting solution even if the system has a pairing instability for the chosen parameter values. In order to study superconducting solutions one therefore needs to initialize the self-consistency cycle with a small order parameter, for example $F((\pi, 0), i\omega_n) = -F((0, \pi), i\omega_n) = \Delta$, and then iterate the equations. It is not necessary from our experience to include superconducting source fields in the impurity problem for the first few iterations and switch them off later, although such a procedure might lead to a faster convergence. In each cycle, the anomalous Green functions are measured together with the normal Green functions, and the convergence of all components is required to obtain a fully converged solution. In practice, the superconducting solutions therefore require more CPU time than the normal-conducting ones, and it is advantageous for numerical reasons to probe superconductivity by starting from a converged normal-conducting solution at the same parameter values. If convergence in the superconducting state is achieved, the order parameter is given by $\Delta_k = F(k, \tau = 0^+)$.
3.3.3 DCA

As discussed in Ref. [41] the CDMFT formalism lacks translational invariance within the cluster, which means that generically the cluster self-energy is not diagonal in momentum space although the lattice problem has translational symmetry. Therefore in the DCA one restores the translational invariance within the cluster by including a phase factor in the hopping matrix,

\[ t_{ij}^{(DCA)}(\tilde{k}) = t_{ij}(\tilde{k})e^{-i\tilde{k}(x_i-x_j)}. \]

(3.23)

Since this hopping matrix is invariant under a translation by a vector \( \mathbf{X} \) connecting cluster sites in real space using periodic boundary conditions, its Fourier transform to cluster momentum space is diagonal in the corresponding cluster momenta \( \mathbf{K} \). This means that also the cluster impurity problem has a diagonal kinetic energy part, and in addition the cluster Green function and the cluster self-energy become diagonal in momentum space, which simplifies the solution of the impurity problem in the self-consistency cycle of the DCA.

3.3.4 Other Non-Local Generalizations of DMFT

Apart from cluster generalizations of DMFT there are other approaches which include non-local quantum fluctuations. Rubtsov et al. introduced a dual fermion (DF) approach, which is based on a change of Grassmann variables in the path integrals occurring in the action of the many-body problem [43]. The new variables also describe fermionic degrees of freedom and correspond to weakly interacting quasiparticles in the case of strong local correlations in the Hubbard model. Thereby non-local

\footnote{For the plaquette geometry this problem does not occur, since the self-energy is diagonal in cluster momentum space. The lack of translational invariance becomes important for larger clusters, where also the computational demands grow and it is preferable to resort to the DCA scheme where the impurity problem is diagonal in momentum space. In practice, the CDMFT scheme is therefore typically preferred for smaller clusters, while the DCA is advantageous for larger clusters of size, say, \( N_c = 8 \) and more.}
correlations are treated as perturbations to DMFT in the zeroth order DF approximation. Another generalization, the dynamical vertex approximation (DΓA) \cite{42}, assumes the \( n \)-particle irreducible vertex to be local, i.e., DΓA equals DMFT for \( n = 1 \) since the one-particle irreducible vertex is the self-energy. The \( n \)-particle irreducible vertices as the building blocks of DΓA are then connected by non-local Green functions to yield, e.g., a non-local self-energy. A first review of results obtained with DΓA is found in Ref. \cite{46}.

### 3.4 The Mott Transition in Infinite and Two Dimensions

The metal-insulator transition (MIT) in the limit of high dimensions has been intensely studied within DMFT. There are in principle two ways to study the MIT in DMFT: One possibility is to suppress antiferromagnetic order by restricting the DMFT equations to paramagnetic solutions (\( \Sigma_\uparrow = \Sigma_\downarrow \)), the other possibility (for a bipartite lattice) is to formulate coupled equations for the two sublattices \( A \) and \( B \) and to allow for commensurate magnetic ordering by setting \( \Sigma_{A\uparrow} = \Sigma_{B\downarrow} \). In the former case the paramagnetic bandwidth-controlled Mott transition is a continuous transition at zero temperature and a discontinuous first-order transition with hysteretic behavior at finite temperatures \( T < T_c \) ending in a second-order critical end point at \( T_c \) (see also Fig. \ref{fig:3.4}). In the latter case it turns out that the Mott MIT is hidden by an antiferromagnetically ordered phase for the unfrustrated model \cite{23}.

In two dimensions, however, the situation is different. Here antiferromagnetic long-range order is suppressed at finite temperatures due to stronger quantum fluctuations as compared to higher dimensionality \cite{19, 20}, although strong short-ranged antiferromagnetic correlations \cite{50} are present. Several non-local generalizations of DMFT, as, e.g., plaquette CDMFT \cite{48} and the variational cluster approximation...
Figure 3.4: Top left: Sketch of the DMFT phase diagram as detailed, e.g., in Ref. [47]. In the shaded region coexistence of a metallic and a Mott insulating solution is found. A first-order Mott transition occurs at $U_c(T)$ (red line), which ends in second-order critical points at $T = T_c$ and $T = 0$. Top right: Phase diagram, as obtained in Ref. [48], within plaquette CDMFT. The first-order line ends in the lower critical interaction strength $U_{c1}$ at $T = 0$. Bottom: Phase diagram supported by plaquette VCA calculations (performed here only at $T = 0$), where the first-order line does not end in a critical point at $T = 0$, but a first-order Mott transition is found even at zero temperature. From Ref. [49].

(VCA) on a plaquette [49] were used to study the Mott MIT and to compare it with the case of infinite dimensions. Apart from the fact that the two different studies of the two-dimensional Mott transition using CDMFT and VCA come to different results with regard to the nature of the zero-temperature limiting behavior, there are several notable differences between the infinite- and two-dimensional cases.

The first difference between the infinite-dimensional (upper left diagram in Fig. [3-4]) and the two-dimensional MIT (upper right and bottom diagram) is the size of the critical interaction strength (not shown in the figure): While in DMFT for the infinite dimensional case (Bethe lattice) the critical value of the interaction strength
relative to the bandwidth is approximately $U_c/W = 1.46$ \cite{17}, this ratio is considerably smaller in two dimensions, namely approximately $U_c/W = 0.66$ for the plaquette \cite{48}. This decrease in the critical interaction strength with reduced dimensionality may be interpreted as the effect of non-local correlations, which make the system “more strongly correlated” in low dimensions as compared to higher dimensions. At the same time $T_c/W$ decreases from 0.018 to 0.01 from infinite to two dimensions within plaquette CDMFT.

The second difference is the slope of the first-order transition line: In infinite dimensions the critical $U$ increases upon lowering the temperature and coincides with the upper critical interaction strength (indicated by the red dot at $U/W = 1.46$ and $T = 0$ in Fig. 3.4) at zero temperature. In two dimensions the critical $U$ decreases with decreasing temperature. This behavior may be interpreted in physical terms as follows: In infinite dimensions the insulating state has a higher entropy than the metallic state, namely $\ln(2)$ per site, which corresponds to the two degenerate spin directions for each localized spin in the paramagnetic Mott insulator. Thus the insulating state is favored at higher temperatures, while the metallic state becomes more favorable at lower temperatures, where the contribution of the entropy $S$ to the Gibbs free energy $F = E - TS$ is reduced as compared to the inner energy $E$. In contrast, in two dimensions the Mott insulating state is more complicated, and non-local correlation effects “freeze” the spins already at higher temperatures (although true long-range order is suppressed), thus lowering the entropy of the insulating state. This makes the Mott insulator more favorable at lower temperatures, but the metallic state more favorable at higher temperatures in turn. In fact it was shown in Ref. \cite{50} as well as in Ref. \cite{48} that the insulating phase at low temperature is characterized by a dominant occupation of the plaquette by a single state, namely a singlet configuration of the four electrons. This leads to the fact that the entropy of the insulating state indeed approaches zero at zero temperature, as expected. Since the entropy should
vanish at zero temperature both in the metallic and in the insulating states, the slope of the transition line should become infinite at zero temperature \cite{51}. This is the reason why from a rigorous point of view the scenario shown in the bottom diagram of Fig. 3.4, as obtained in VCA, is more likely\footnote{However, the expected infinite slope of the transition line may be visible only at very low temperatures.} than the scenario presented in Ref. \cite{48} (top right diagram). In VCA the MIT is a first-order transition even at $T = 0$, while in CDMFT the MIT at $T = 0$ is continuous. Of course plaquette CDMFT offers an improvement over the single-site DMFT for the two-dimensional Mott transition in the sense that it is a “step in the right direction”, although only a detailed study of the low-temperature Mott transition using larger clusters will provide insight into the “exact” Mott transition in two dimensions.

A third difference, less directly related to the MIT, is the nature of the metallic state below the critical interaction strength. In DMFT the effect of electronic correlations on the system is quantified by the effective mass renormalization $m^*/m = 1/Z$ (see Chapter 2) with the quasiparticle weight $Z$, which corresponds to a uniform jump in the momentum distribution $n(k) = \langle c_k^\dagger c_k \rangle$ at the Fermi surface in all $k$ directions. The quasiparticle weight is calculated from the self-energy as

$$ Z = \left( 1 - \frac{\partial \text{Re} \Sigma(\omega)}{\partial \omega} \right)^{-1}, \tag{3.24} $$

and, for the range of frequencies near $\omega = 0$ in which the real part of the self-energy is predominantly linear, the pole in the single-particle Green function is given by the equation

$$ \omega - \epsilon_k - \text{Re} \Sigma(\omega) \approx \omega - \epsilon_k - \left(1 - Z^{-1}\right) \omega = 0, \tag{3.25} $$

hence

$$ \omega \approx Z \epsilon_k. \tag{3.26} $$
This shows that within DMFT the effective dispersion near the Fermi energy is given by the bare dispersion renormalized by a single number, namely $Z$. DMFT calculations \cite{52} further show that the $Z$ factor is continuously reduced from $Z = 1$ at $U = 0$ to $Z = 0$ at the second-order MIT at zero temperature. Therefore a large Fermi surface is retained in the correlated metal within DMFT even at the verge of the MIT.

In two dimensions, however, the situation is qualitatively different. Here one can still define a $k$-dependent renormalization factor $Z_k$, but it might only be well-defined (i.e., take a value between 0 and 1) along certain directions in momentum space in the correlated two-dimensional metal. Imada et al. \cite{53} suggested that the MIT in two dimensions is a topological transition, since it is governed by a topological change in the Fermi surface. A discussion is given in terms of the single-particle Green function

$$G(k, \omega) = \frac{1}{\omega - \epsilon_k - \Sigma(k, \omega)},$$

(3.27)

the poles and zeros of which have turned out to play an important role in understanding the metal-insulator transition in two dimensions \cite{54, 55, 56, 57}. In the following we will outline the arguments leading to this conclusion: For $\omega \to -\infty$ the real part of $G$ must be negative, while in the opposite limit $\omega \to +\infty$ it must be positive. Thus at least one sign change of Re $G$ must occur for an intermediate value of $\omega$. In a metal such a sign change is provided by poles of Re $G$, which determine the Fermi surface by the implicit equation $\omega = \epsilon_k + \text{Re}\Sigma(k, \omega)$ at $\omega = 0$. This is the only possibility for a sign change in the metallic phase if the self-energy is local and thus $k$-independent. If, however, the self-energy develops a pole at zero frequency along certain $k$ directions, then Re $G$ changes sign by passing through zero, which is also the mechanism of the sign change in insulators, in which no Fermi surface exists at all.

For the two-dimensional Hubbard model on the square lattice, for example, the
bare dispersion is negative at the Brillouin zone center $\mathbf{k} = (0, 0)$ and positive at the zone boundary $\mathbf{k} = (\pi, \pi)$. Hence a sign change of $\text{Re} \, G$ occurs at $\omega = 0$, e.g., at the Fermi surface for $U = 0$. For a continuous metal-insulator transition (e.g., at the critical end point of the Mott transition) the surface where $\text{Re} \, G$ changes sign is continuously connected between the non-interacting case and the Mott insulator. Therefore the poles of $\text{Re} \, G$ need to be continuously replaced by zeros of $\text{Re} \, G$ (poles of the self-energy) upon approaching the transition. While this takes place exactly at the continuous MIT at zero temperature within DMFT for all $\mathbf{k}$ points, a $\mathbf{k}$-dependent self-energy allows for $\mathbf{k}$-space differentiation. In two dimensions a non-Fermi liquid state may thus emerge as a precursor of the MIT in the metallic phase, with a shrinking Fermi surface and the appearance of a “zero surface” (zeros of $\text{Re} \, G$) as its features.

It is argued, e.g. in Ref. [53], that a topological MIT may trigger non-Fermi liquid behavior in the metallic phase and also lead to unconventional critical behavior at the finite-temperature critical end point of the transition in two dimensions. A related study of unconventional superconductivity emerging from a non-Fermi liquid metal in the frustrated Hubbard model at half-filling will be presented in Chapter 5. Unconventional critical behavior at the critical end point of the Mott transition was observed experimentally [58, 59] in two-dimensional organic conductors. A theoretical investigation of critical exponents at the continuous Mott transition in a two-dimensional Hubbard model related to organic conductors is presented in Chapter 6.
3.5 Unconventional Superconductivity in the 2D Hubbard Model

Conventional superconductors are characterized by broken gauge symmetry, which leads to the notion of phase coherence and the existence of a macroscopic wave function. Provided that an arbitrarily weak attractive interaction exists for electrons with a given relative spin and momentum state, e.g., a singlet state with zero total spin and zero total momentum, the Fermi sea can be shown to become unstable against the formation of Cooper pairs. The superconducting state is then characterized by a non-zero anomalous expectation value (the superconducting order parameter) $\Delta_k = \langle c_{k,\uparrow}^\dagger c_{-k,\downarrow}^\dagger \rangle$, which opens an energy gap in the density of states. In a conventional superconductor the symmetry of the order parameter $\Delta_k$ in momentum space is compatible with the symmetry of the lattice. In other words, a conventional superconductor is defined as a superconductor in which only gauge symmetry is broken. This criterion is fulfilled for an s-wave superconductor with a spatially isotropic gap function.

In unconventional superconductors additional symmetries are broken. In a $d_{x^2−y^2}$-wave superconductor on a square lattice, for example, the order parameter is of the form $\cos k_x − \cos k_y$, i.e., it shows a sign change under rotation by an angle of $\pi/2$, breaking the discrete rotational symmetry of the lattice. In fact, phase sensitive experiments, which can be used to determine the relative sign of the macroscopic wave function at superconductor-superconductor interfaces, provided evidence for such an unconventional state of matter in the superconducting cuprate materials [60].

In the following we will briefly discuss the BCS mean-field approach [61, 62] to superconductivity, show how unconventional order parameter symmetries can occur for momentum-dependent (non-local) pairing interactions and summarize previous results providing evidence for superconducting instabilities in the repulsive two-
dimensional Hubbard model.

### 3.5.1 BCS Theory

Let us start from a one-band model consisting of the kinetic energy part $H_{\text{kin}}$ and the two-body interaction part $H_{\text{int}}$ as follows,

$$H = H_{\text{kin}} + H_{\text{int}},$$

(3.28)

where

$$H_{\text{kin}} = \sum_{k\sigma} \epsilon_k n_{k,\sigma},$$

(3.29)

$$H_{\text{int}} = \sum_{kk'} V_{k'k} b_{k'}^\dagger b_k.$$  

(3.30)

The interaction potential is given by the matrix element

$$V_{k'k} = \langle k', -k'|V|k, -k \rangle,$$

(3.31)

and describes scattering of a pair of electrons from the initial momentum states $(k, \uparrow)$ and $(-k, \downarrow)$ to the final momentum states $(k', \uparrow)$ and $(-k', \downarrow)$. The electron pairs are represented by the operators

$$b_{k'}^\dagger = c_{k'\uparrow}^\dagger c_{-k'\downarrow},$$

(3.32)

$$b_k = c_{-k\downarrow} c_{k\uparrow}. $$

(3.33)

In their original theory of superconductivity Bardeen, Cooper and Schrieffer used a potential which is attractive when the single-particle energies of the two electrons are both close to the Fermi surface, namely closer than a cutoff energy $\omega_c$. The cutoff energy is the characteristic energy scale of the processes responsible for the superconducting pairing, e.g., the Debye energy in conventional superconductors with phonon-mediated pairing.
In the BCS mean-field approximation the interaction part of the Hamiltonian is simplified using the decomposition

\[ b_{k'}^\dagger b_k = \langle b_{k'}^\dagger b_k \rangle + \left( b_{k'}^\dagger - \langle b_{k'}^\dagger \rangle \right) \left( b_k - \langle b_k \rangle \right) - \langle b_{k'}^\dagger \rangle \langle b_k \rangle \]

\[ \approx \langle b_{k'}^\dagger b_k \rangle + \langle b_{k'}^\dagger \rangle + \text{const.} \]

Using this mean-field approximation, neglecting other possible contractions and ignoring the constant term we obtain the mean-field Hamiltonian

\[ H_{mf} = H_{kin} + \sum_{kk'} V_{k'k} \left( \langle b_{k'}^\dagger b_k \rangle + \langle b_{k'}^\dagger \rangle \right). \] (3.34)

Defining the mean field as

\[ \Delta_k = \sum_{k'} V_{k'k} \langle b_{k'}^\dagger \rangle, \quad \Delta_k^* = \sum_{k'} V_{kk'} \langle b_{k'} \rangle \]

we rewrite the mean-field Hamiltonian as

\[ H_{mf} = H_{kin} + \sum_k \left( \Delta_k b_k + \Delta_k^* b_k^\dagger \right). \] (3.36)

In order to simplify the notation we introduce Nambu spinors,

\[ \Psi_k = \begin{pmatrix} c_{k\uparrow} \\ c_{-k\downarrow}^\dagger \end{pmatrix}, \quad \Psi_k^\dagger = \begin{pmatrix} c_{k\uparrow}^\dagger \\ c_{-k\downarrow} \end{pmatrix}. \] (3.37)

Note that these spinors obey the fermionic commutation relations

\[ \{ \Psi_k, \Psi_{k'}^\dagger \} = \delta_{kk'} 1, \quad \{ \Psi_k, \Psi_k' \} = 0. \]

The Hamiltonian is rewritten as follows:

\[ H_{mf} = \sum_k \Psi_k^\dagger \begin{pmatrix} \epsilon_k & \Delta_k^* \\ \Delta_k & -\epsilon_k \end{pmatrix} \Psi_k. \] (3.38)

Here we have dropped a constant term resulting from the reordering of the spin-\downarrow operators. One advantage of the Nambu formalism is that the Hamiltonian is readily diagonalized. Its eigenvalues are

\[ \lambda_{\pm} = \pm E_k = \pm \sqrt{\epsilon_k^2 + |\Delta_k|^2}. \] (3.39)
The unitary transformation diagonalizing $H_{mf}$ is introduced as follows:

$$H_{mf} = \sum_k \Psi_k^\dagger U^\dagger \begin{pmatrix} \epsilon_k & \Delta_k^* \\ \Delta_k & -\epsilon_k \end{pmatrix} U^\dagger U \Psi_k,$$

where

$$U = \begin{pmatrix} u_k & v_k \\ -v_k^* & u_k \end{pmatrix}, \quad U^\dagger = U^{-1} = \begin{pmatrix} u_k & -v_k \\ v_k^* & u_k \end{pmatrix},$$

so that

$$U \begin{pmatrix} \epsilon_k & \Delta_k^* \\ \Delta_k & -\epsilon_k \end{pmatrix} U^\dagger = \begin{pmatrix} E_k & 0 \\ 0 & -E_k \end{pmatrix}.$$  \hspace{1cm} (3.42)

This diagonalization requires that the coefficients of the unitary transformation fulfill the conditions

$$|u_k|^2 = \frac{1}{2} \left( 1 + \frac{\epsilon_k}{E_k} \right), \quad |v_k|^2 = \frac{1}{2} \left( 1 - \frac{\epsilon_k}{E_k} \right).$$  \hspace{1cm} (3.43)

The eigenoperators of $H_{mf}$ are found to be

$$\gamma_k = U \Psi_k = \begin{pmatrix} u_k c_{k\uparrow} + v_k c_{-k\downarrow}^\dagger \\ -v_k^* c_{k\downarrow} + u_k c_{-k\uparrow}^\dagger \end{pmatrix}.$$ \hspace{1cm} (3.44)

Using this we can write

$$H_{mf} = \sum_k \gamma_k^\dagger \begin{pmatrix} E_k & 0 \\ 0 & -E_k \end{pmatrix} \gamma_k.$$  \hspace{1cm} (3.45)

In the BCS theory the mean field has to be determined self-consistently, i.e. one has to calculate the expectation values in (3.35) using the mean-field Hamiltonian itself. The expectation value in (3.35) is evaluated as follows:

$$\langle \gamma_{k'}^\dagger \rangle = \langle u_{k'} v_{k'}^* \gamma_{k'1}^\dagger \gamma_{k'1} - u_{k'} v_{k'}^* \gamma_{k'2}^\dagger \gamma_{k'2} \rangle$$

$$= u_{k'} v_{k'}^* \left( f(E_{k'}) - f(-E_{k'}) \right),$$ \hspace{1cm} (3.46)

where in the first line we have dropped off-diagonal terms like $\langle \gamma_{k'1}^\dagger \gamma_{k'2} \rangle$ and we have introduced the Fermi-Dirac distribution function

$$f(x) = \frac{1}{1 + e^{\beta x}}.$$  \hspace{1cm} (3.47)
We proceed employing the equalities

\[ u_k u_k^* = \frac{\Delta_k}{2E_k}, \tag{3.48} \]

\[ f(E_k) - f(-E_k) = -\tanh \left( \frac{\beta E_k}{2} \right), \tag{3.49} \]

and obtain

\[ \langle b_{k'}^\dagger \rangle = -\frac{\Delta_{k'}}{2E_{k'}} \tanh \left( \frac{\beta E_{k'}}{2} \right). \tag{3.50} \]

Inserting this into (3.35), the self-consistency condition or gap equation is derived as

\[ \Delta_k = -\sum_{k'} V_{k'k} \frac{\Delta_{k'}}{2E_{k'}} \tanh \left( \frac{\beta E_{k'}}{2} \right). \tag{3.51} \]

The gap equation is the central equation of BCS theory. From this equation the \( k \)-dependence of the order parameter \( \Delta_k \) for a given (effective) electron-electron interaction \( V_{k'k} \) is determined. If the interaction is attractive near the Fermi surface, i.e. \( V_{k'k} = -V \) for \( \epsilon_{k'} \) and \( \epsilon_k \) (measured from the Fermi energy) within a certain energy range \(|\epsilon| < \hbar \omega_c\), the order parameter has the same sign all around the Fermi surface and s-wave superconductivity results:

\[ \Delta \propto \omega_c \exp \left( -\frac{1}{N_0 V} \right). \tag{3.52} \]

Here \( N_0 \) is the density of states at the Fermi energy. \footnote{Note that superconductivity emerges from a metallic state with \( N_0 > 0 \) and is exponentially suppressed for both \( V \to 0 \) (weak attraction) or \( N_0 \to 0 \) (e.g., in a band insulator) within BCS theory. In fact the same is true for non-s-wave pairing symmetries. In Chapter 6 we will see an example of unconventional superconductivity emerging from a non-Fermi liquid metallic state with a partially depleted Fermi surface. The understanding of the pairing process in such a situation certainly demands concepts going beyond standard BCS theory.}

Unconventional superconductivity with a more complicated momentum structure of the order parameter may also be described in the framework of an extended BCS theory. Consider for example a repulsive interaction which is enhanced for \( k' - k = (\pi, \pi) \). One can directly see from Eq. (3.51) that a solution to the gap equation with
non-zero order parameter may be found if, say, \( \Delta_{(\pi,0)} > 0 \) and \( \Delta_{(0,\pi)} < 0 \). This is the reason why repulsive interactions may support \( d \)-wave superconductivity with a momentum-dependent order parameter. The pairing interaction can for example be mediated by spin fluctuations with predominant wave-vector \( Q = (\pi, \pi) \) leading to an order parameter of the form \( \Delta_k = \Delta (\cos k_x - \cos k_y) \). An example of a non-local pairing interaction and the derivation of its momentum structure is presented in the following paragraph.

### 3.5.2 Non-Local Pairing Interactions

In order to understand how a momentum structure of the interaction vertex supporting unconventional superconductivity may arise from electronic interactions in real space \[63\], it is instructive to Fourier transform a simple Hamiltonian describing nearest-neighbor attraction on a square lattice,

\[
H_{\text{int}} = \frac{V}{2} \sum_{\langle ij \rangle \sigma} c_{i \sigma}^\dagger c_{j \sigma}^\dagger c_{j \sigma} c_{i \sigma}. \tag{3.53}
\]

Fourier transformation to momentum space yields

\[
H_{\text{int}} = \frac{V}{4} \sum_{i \sigma} c_{i \sigma}^\dagger c_{i+\delta \sigma}^\dagger c_{i+\delta \sigma} c_{i \sigma},
\]

\[
= \frac{V}{4} \sum_{\sigma} \sum_{k_1,k_2,k_3} \sum_{i} e^{i(k_1+k_2-k_3-k_4)R_i} \sum_{\delta} e^{i(k_2-k_4)R_\delta} c_{k_1 \sigma}^\dagger c_{k_2 \sigma}^\dagger c_{k_3 \sigma} c_{k_4 \sigma},
\]

\[
= \frac{V}{4} \sum_{\sigma} \sum_{k_1,k_2,k_3} \sum_{\delta} e^{i(k_2-k_4)R_\delta} c_{k_1 \sigma}^\dagger c_{k_2 \sigma}^\dagger c_{k_3 \sigma} c_{k_1+k_2-k_3 \sigma},
\]

\[
= \frac{V}{2} \sum_{\sigma} \sum_{k,k'Q} \left( \cos (k_x - k'_x) + \cos (k_y - k'_y) \right) c_{k \sigma}^\dagger c_{-k+Q \sigma}^\dagger c_{-k'\sigma} c_{k' \sigma},
\]

\[
= \sum_{k,k'Q} V_{kk'} c_{k \sigma}^\dagger c_{-k+Q \sigma}^\dagger c_{-k'\sigma} c_{k' \sigma},
\]

\[
V_{kk'} = V \left( \cos (k_x - k'_x) + \cos (k_y - k'_y) \right). \tag{3.54}
\]
In the special case of an attractive interaction $V < 0$ Cooper pairing can occur. With a restriction to singlet pairing we rewrite the pairing interaction,

$$V_{kk'} = V \left( \cos k_x \cos k'_x + \cos k_y \cos k'_y + \sin k_x \sin k'_x + \sin k_y \sin k'_y \right)$$

$$\rightarrow V \left( \cos k_x \cos k'_x + \cos k_y \cos k'_y \right)$$

$$= V \left( (\cos k_x - \cos k_y) (\cos k'_x - \cos k'_y) + (\cos k_x + \cos k_y) (\cos k'_x + \cos k'_y) \right)$$

$$= V_{dd} + V_{ss}, \quad (3.55)$$

where the restriction to singlet pairing requires the pairing interaction to be even in $k$ and $k'$, which is why the sine terms are dropped in the second line, and the $d$ and $s$ contributions to the pairing interaction refer to $d_{x^2-y^2}$ and $s_{\pm} = s_{x^2+y^2}$ pairing symmetry, respectively. Obviously a nearest-neighbor attractive interaction can lead to a variety of possible pairing instabilities. The precise realization of an ordered state therefore does not only depend on the effective pairing interaction but also on the underlying electronic structure. An example for such an interplay between pairing interaction and Fermi surface structure will be briefly discussed in the Outlook. Here we note that an effective attraction between electrons does not necessarily arise due to additional degrees of freedom, like phonons, but it may also occur in purely electronic models with repulsive bare interactions. As an example, the emergence of superconductivity in the repulsive Hubbard model is presented in the following.

### 3.5.3 Superconductivity in the Repulsive Hubbard Model

The idea that the cuprates bear resemblance in their physical properties to the two-dimensional Hubbard model or the related $t$-$J$ model was put forward by Anderson already in 1987 [33]. Numerical studies of these models provide evidence for their relationship to the cuprates [64]. In the following we will briefly summarize some basic results in this context.
Figure 3.5: Inverse of the $d$-wave pair-field susceptibility as a function of temperature in units of the hopping, $T/t$, for various cluster sizes and geometries (the clusters are shown in Ref. 30) within DCA for interaction strength $U/t = 4$ and filling $n = 0.9$. From Ref. 30.

The undoped cuprates are antiferromagnetic insulators, which corresponds to the ground state of the unfrustrated Hubbard model at half-filling, albeit a finite coupling in the $z$ direction (i.e., some weak three-dimensionality) is required in theory to obtain a finite Néel temperature. Upon doping the cuprates become superconducting with $d_{x^2-y^2}$ order parameter symmetry, and a superconducting pairing instability with $d$-wave character was also found in theoretical studies using variational Monte Carlo for the doped t-$J$ model 65 and quantum cluster theories for the doped Hubbard model 29, 30, 66, 67, 68. The results of Maier et al. (Ref. 30) are shown as an example in Fig. 3.5, where the divergence of the $d$-wave pair-field susceptibility and the convergence of the corresponding superconducting critical temperature with cluster size is seen in DCA calculations.

Similarly, the normal state pseudogap below a characteristic temperature $T^*$ in
the underdoped cuprates, which manifests itself in a suppression of the magnetic susceptibility (seen as a decrease of the Knight shift) \[31\], or in a suppression in the tunneling density of states \[32\], is also found in numerical investigations of the Hubbard model \[30, 69, 70, 71, 72, 66, 67, 68\]. Moreover, evidence for stripe correlations from studies of \(n\)-leg \(t-J\) ladders is interpreted as related to striped states seen in the cuprates \[26\].

Naturally, due to the above mentioned direct relevance to the cuprates, many studies focus on unconventional superconductivity emerging at finite doping in the strongly coupled Hubbard model. There is, however, a different route to obtain a superconducting ground state in the Hubbard model. Instead of going to strong coupling and choosing the relevant doping regime, we may also ask whether the weakly coupled Hubbard model at half-filling has a superconducting instability as well. One obvious obstacle to such a realization is the perfect nesting condition favoring an antiferromagnetic ground state in the unfrustrated model, which is why one needs to introduce a finite next-nearest neighbor hopping \(t'\) to find a superconducting phase at half-filling.

QMC investigations of finite-sized lattices of the \(U-t-t'\) Hubbard model at half-filling \[73, 74\] could not provide conclusive evidence that there might be a second critical \(U\) in the problem, apart from the critical \(U\) of the Mott transition. A study of the weakly coupled Hubbard model using the functional renormalization group in combination with a mean-field theory with the renormalized effective interactions as input parameters \[75\] showed that for small values of \(U\) a finite \(t'\) was required to find \(d\)-wave superconductivity. Similar results were obtained using CDMFT with Lanczos exact diagonalization extended to study superconducting and antiferromagnetic states at zero temperature \[67\] and a variational Monte Carlo approach \[76\]. In Chapter \[5\] we present results for the \(U-t-t'\) Hubbard model at half-filling, showing evidence from CDMFT calculations that there are indeed two critical \(U\) values, one for the transition
from a superconducting state at weak coupling to a non-Fermi liquid metallic state, and a second one for the transition to the Mott insulator.

### 3.6 Continuous-Time Quantum Monte Carlo

The impurity problem in DMFT algorithms, while conceptually much simpler than the full lattice problem, remains a complicated dynamical many-body problem, and its solution still is a formidable task. Therefore the role of an efficient impurity solver in the practical application of DMFT cannot be overestimated.

DMFT is a controlled and conserving approximation to the many-body problem. Its only approximation is the local approximation, which consists of effectively replacing the non-local electron dynamics by an effective medium, the dynamical mean field. In principle, the local approximation remains the only approximation – provided that one can solve the impurity problem exactly! With the exception of rare limiting cases, however, this is not possible with the methods available today. In all other cases one is forced to resort to a properly chosen impurity solver, which typically entails more approximations beyond the local approximation of the DMFT scheme.

Impurity solvers in general can be classified in two categories: perturbative (diagrammatic) and non-perturbative ones. Among the perturbative solvers are second order perturbation theory, fluctuation-exchange (FLEX) [77, 78] approximations and the non-crossing approximation (NCA) [79, 80, 81, 82]. Non-perturbative solvers comprise Quantum Monte Carlo (QMC) [83, 84, 85], exact diagonalization (ED) [86], Wilson’s numerical renormalization group (NRG) [87, 88, 89, 47] and, yet less widely used in the context of DMFT, the density matrix renormalization group (DMRG) [90]. The main advantage of non-perturbative solvers is that they allow for an accurate treatment of weakly, intermediately and strongly interacting systems. They are reli-
able solvers to study solutions to the DMFT equations across interaction-driven phase transitions.

In this work we exclusively use a certain flavor of QMC, the continuous-time QMC as introduced by Werner and Millis \[85\]. QMC methods allow to solve impurity problems numerically exactly in the sense that the accuracy is limited only by the invested computer time. In reality QMC is an efficient impurity solver, especially at comparatively high temperatures and for more involved impurity problems such as cluster or multiorbital impurities. Among the non-perturbative impurity solvers the QMC can be viewed as a complementary method to NRG, which is most effective at low or even zero temperature, and for impurities comprising rather few orbitals. In practice, NRG is mostly used at zero temperature, as is the exact diagonalization (ED) technique. The main disadvantage of QMC lies in the fact that it provides information about correlation functions solely on the imaginary time or imaginary frequency axes. Therefore one needs to analytically continue the resulting functions to real frequencies in order to obtain information on dynamical correlation functions, such as the single-particle spectral function, the dynamical spin susceptibility or the optical conductivity.

The basic idea of continuous-time QMC (CTQMC) \[91\] is to partition the Hamiltonian \( H \) into a sum of two parts \( H_a + H_b \) and to expand the partition function \( Z = e^{-\beta H} \), written in the interaction representation with respect to \( H_a \), in powers of \( H_b \):

\[
\begin{align*}
Z &= \text{Tr} T_\tau e^{-\beta H_a} \exp \left( - \int_0^\beta d\tau \ H_b(\tau) \right) \\
&= \sum_k (-1)^k \int_0^\beta d\tau_1 \ldots \int_0^\beta d\tau_k \\
&\quad \times \text{Tr} \left( e^{-\beta H_a} H_b(\tau_{k-1}) \ldots H_b(\tau_1) \right). \tag{3.56}
\end{align*}
\]

The trace \( \text{Tr} \) is performed by contracting the operators appearing in \( H_b \) using propagators of the form \( e^{-(\tau_i - \tau_j)H_a} \) involving \( H_a \) and to use Monte Carlo importance
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sampling to obtain numerical estimates of both the sum over perturbation orders $k$ and the integral over imaginary times $\tau_i$. A particular advantage of this technique over time-discretized versions of QMC, like the Hirsch-Fye algorithm [83], is that CTQMC is formulated in continuous imaginary time from the outset. Therefore time discretization error issues (which may be controlled by using multigrid extensions of Hirsch-Fye [92]) do not occur. Moreover, CTQMC does not rely on partitioning the Hamiltonian into non-interacting and interacting parts; rather one is free to choose $H_a$ and $H_b$ to most conveniently solve the problem at hand.

For fermionic impurity problems several flavors of CTQMC have been proposed, among them the interaction-expansion solver (CT-INT), the auxiliary-field solver (CT-AUX) and the hybridization-expansion solver (CT-HYB) [91]. The various flavors differ in the choice of the partitioning of the Hamiltonian, i.e., in the choice of $H_b$.

The hybridization expansion algorithm CT-HYB [85] is based on the expansion of the impurity partition function $Z$ in the impurity-bath hybridization around the local or atomic limit. One advantage of the hybridization algorithm is that the average expansion order at the Mott transition is smaller than in an interaction expansion method, and therefore lower temperatures are accessible [93].

### 3.6.1 Hybridization Expansion

Here we will give a derivation of the basic formulas of the hybridization expansion. One may perform this diagrammatic expansion either in terms of the effective impurity action or in terms of the impurity Hamiltonian, respectively. In the following we use the effective action representation. An alternative derivation based on the Hamiltonian can be found in Refs. [85, 93, 37, 91].
One starts from the impurity partition function

\[ Z = \int \Psi^\dagger \Psi e^{-S}, \tag{3.57} \]

where \( \Psi^\dagger \) and \( \Psi \) denote a set of anticommuting Grassmann variables and

\[ S = S_0 + S_1 \tag{3.58} \]

is the effective impurity action partitioned into the local action \( S_0 \) and the impurity-bath hybridization action

\[ S_1 = \frac{\beta}{0} d\tau \frac{\beta}{0} d\tau' \sum_a \psi^\dagger_a(\tau) \Delta_a(\tau, \tau') \psi_a(\tau'). \tag{3.59} \]

The sum is over flavors \( a \) which label spins and orbitals. Note that we first consider the simplified case where the hybridization matrix \( \Delta_a(\tau, \tau') \) is diagonal in the flavors. A generalization to full matrices is straightforward, and a specific example for Nambu matrices used to simulate superconducting states will be considered in the next subsection.

The physical interpretation of the terms in \( S_1 \) is the following: At imaginary time \( \tau \) an electron with flavor \( a \) hops from the bath onto the impurity site, stays there from \( \tau \) to \( \tau' \) and then hops back into the bath. The hybridization matrix \( \Delta_{aa'}(\tau, \tau') = \Delta_{aa'}(\tau - \tau') \) (\( = \delta_{aa'} \Delta_a(\tau - \tau') \) for the flavor diagonal-case considered in this subsection) and the Weiss field (cf. Eq. (3.20)) are related through their Fourier transforms to imaginary frequencies,

\[ \Delta_{aa'}(i\omega_n) = (i\omega_n + \mu)\delta_{aa'} - (G_0(i\omega_n)^{-1})_{aa'}. \tag{3.60} \]

The partition function is then expanded in powers of \( S_1 \),

\[ Z = Z_0 \int \Psi^\dagger \Psi \frac{e^{-S_0}}{Z_0} \prod_a \sum_{k_a} Z_{k_a}, \tag{3.61} \]
where the \( k_a \)-th order coefficient is given by

\[
\tilde{Z}_{k_a} = \frac{1}{k_a} \int_0^\beta d\tau_1 \ldots \int_0^\beta d\tau_k \int_0^\beta d\tau'_1 \ldots \int_0^\beta d\tau'_{k_a} \psi_a(\tau'_1)\psi_a(\tau_1) \ldots \psi_a(\tau'_{k_a})\psi_a(\tau_k) \times \Delta_a(\tau, \tau') \ldots \Delta_a(\tau_{k_a}, \tau'_{k_a}).
\]

We consider the second order contribution for one specific flavor whose index is suppressed in the following,

\[
\tilde{Z}_2 = \frac{1}{2} \int_0^\beta d\tau_1 \int_0^\beta d\tau_2 \int_0^\beta d\tau'_1 \int_0^\beta d\tau'_2 \psi(\tau'_1)\psi(\tau_1)\psi(\tau'_2)\psi(\tau_2) \Delta(\tau, \tau') \Delta(\tau_2, \tau'_2).
\]

The \( \tau_1 \) and \( \tau_2 \) integrations are time ordered such that \( \tau_2 > \tau_1 \),

\[
\tilde{Z}_2 = \frac{1}{2} \int_0^\beta d\tau_1 \int_0^\beta d\tau_2 \int_0^\beta d\tau'_1 \int_0^\beta d\tau'_2 \psi(\tau'_1)\psi(\tau_1)\psi(\tau'_2)\psi(\tau_2) \times (\Delta(\tau, \tau') \Delta(\tau_2, \tau'_2) - \Delta(\tau_2, \tau') \Delta(\tau, \tau'_2)),
\]

where the lower integration limit of the \( \tau_2 \) integral has been adjusted and the integration variables \( \tau_1 \) and \( \tau_2 \) have been renamed accordingly. The minus sign in the brackets stems from the reordering of the Grassmann variables \( \psi(\tau_1) \) and \( \psi(\tau_2) \).

The time ordering is applied analogously to the primed integration variables,

\[
\tilde{Z}_2 = \frac{1}{2} \int_0^\beta d\tau_1 \int_0^\beta d\tau_2 \int_0^\beta d\tau'_1 \int_0^\beta d\tau'_2 \times \left( \psi(\tau'_2)\psi(\tau'_1)\psi(\tau_1) (\Delta(\tau, \tau'_1) \Delta(\tau_2, \tau'_2) - \Delta(\tau_2, \tau'_1) \Delta(\tau, \tau'_2)) \\
- \psi(\tau'_2)\psi(\tau'_1)\psi(\tau_1) (\Delta(\tau, \tau'_2) \Delta(\tau_2, \tau'_1) - \Delta(\tau_1, \tau'_2) \Delta(\tau_2, \tau'_1)) \right) \\
= \int_0^\beta d\tau_1 \int_0^\beta d\tau_2 \int_0^\beta d\tau'_1 \int_0^\beta d\tau'_2 \psi(\tau'_2)\psi(\tau_2)\psi(\tau'_1)\psi(\tau_1) \text{Det} \Delta.
\]
Here we have collected all the second-order diagrams in a single determinant of a matrix of hybridization functions,

$$\Delta = \begin{pmatrix}
\Delta(\tau_1, \tau'_1) & \Delta(\tau_1, \tau'_2) \\
\Delta(\tau_2, \tau'_1) & \Delta(\tau_2, \tau'_2)
\end{pmatrix}.$$  

The same procedure is applied to the integrals appearing in each order $k$ of the expansion:

1. Sort all unprimed times $\tau_i, i = 1,\ldots,k$ and permute the corresponding Grassmann variables $\psi^\dagger(\tau_i)$. Rename the integration variables accordingly. Every permutation of two Grassmann variables yields a minus sign.

2. Sort all primed times $\tau'_i, i = 1,\ldots,k$ and permute the Grassmann variables $\psi(\tau_i)$, again rename the variables to compactify the notation.

3. The total number of permutations for the $k$ fermion creation and annihilation processes described by pairs $\psi^\dagger(\tau_i), \psi(\tau_i)$ is given by $k!$, which exactly cancels the prefactor $1/k!$ stemming from the Taylor expansion of the exponential function.

4. The $k!$ terms in the sum and the corresponding minus signs from the reordering of Grassmann variables are absorbed in a single determinant.

Applying this procedure the $k$-th order coefficient for flavor $a$ is rewritten as

$$\hat{Z}_{ka} = \int_0^\beta d\tau_1 \ldots \int_0^\beta d\tau_{ka} \int_0^\beta d\tau_1' \ldots \int_0^\beta d\tau_{ka}' \psi_a(\tau_{ka}) \psi_a^\dagger(\tau_{ka}) \ldots \psi_a(\tau_1') \psi_a^\dagger(\tau_1) \text{Det} \Delta_a,$$

with the determinant defined as

$$\text{Det} \Delta_a = \text{Det} \begin{pmatrix}
\Delta_a(\tau_1, \tau'_1) & \ldots & \Delta_a(\tau_1, \tau'_{ka}) \\
\vdots & \ddots & \vdots \\
\Delta_a(\tau_{ka}, \tau'_1) & \ldots & \Delta_a(\tau_{ka}, \tau'_{ka})
\end{pmatrix}.$$

(3.62)

(3.63)
This is the basic result for the Monte Carlo sampling of diagrams in the hybridization expansion.

The important point is that one does not need to compute all kinds of products of hybridizations $\Delta(\tau_i, \tau'_j)$, but it is sufficient to compute a single determinant of the hybridization matrix for a given configuration. Thus all the different diagrams for a certain number of annihilation and creation processes are efficiently sampled in a Monte Carlo program. The Monte Carlo sampling and details of the implementation are described in Refs. [85, 93, 37]. For the implementation the ALPS libraries were used [94, 95].

### 3.6.2 Generalization to Superconducting States

So far we have assumed that the impurity-bath hybridization $\Delta_a(\tau, \tau')$ is flavor-diagonal. A more general formulation of the hybridization expansion renders the simulation of superconducting states possible [96]. The generalized version starts from the impurity-bath hybridization action

$$S_1 = \int_0^\beta d\tau \int_0^\beta d\tau' \sum_{aa'} \sum_{ij} \gamma_{ia}^{\dagger}(\tau) \Delta_{ij,aa'}(\tau, \tau') \gamma_{ja'}(\tau').$$

(3.64)

The Nambu spinors $\gamma_a^\dagger = (\psi_{1a}^\dagger, \psi_{2a}^\dagger)$ with components $i = 1, 2$ corresponding to the two spin species (e.g., $\gamma_{1a}^\dagger = \psi_{1a}^\dagger$) obey Grassmann spinor anticommutation rules

$$\{\gamma_a, \gamma_{a'}^\dagger\} = \{\gamma_{a'}, \gamma_a^\dagger\} = \{\gamma_a, \gamma_{a'}\} = \begin{pmatrix} 0 & 0 \\ 0 & 0 \end{pmatrix}. \quad (3.65)$$

The expansion of the partition function now reads

$$Z = Z_0 \int d\Psi^\dagger d\Psi \frac{e^{-S_0}}{Z_0} \prod_{aa'} \sum_{k_{aa'}} \tilde{Z}_{k_{aa'}}. \quad (3.66)$$
with the expansion coefficients, derived by the same line of arguments as before,

\[
\tilde{Z}_{k_{aa'}} = \sum_{i_1 \ldots i_{k_{aa'}}} \sum_{j_1 \ldots j_{k_{aa'}}} \int_{\tau_{k_{aa'}}^-}^{\beta} d\tau_1 \ldots \int_{\tau_{k_{aa'}}^-}^{\beta} d\tau_{k_{aa'}} \int_{0}^{\beta} d\tau_{1}' \ldots \int_{0}^{\beta} d\tau_{k_{aa'}}' \\
\times \gamma_{j_{k_{aa'}} a'}(\tau_{k_{aa'}}') \gamma^\dagger_{i_{k_{aa'}} a}(\tau_{k_{aa'}}) \ldots \gamma_{j_{1} a'}(\tau_{1}') \psi^\dagger_{1 i_{1} a}(\tau_{1}) \text{Det} \Delta_{aa'},
\]

with the determinant defined as

\[
\text{Det} \Delta_{aa'} = \text{Det} \begin{pmatrix} 
\Delta_{i_1 j_1, aa'}(\tau_1, \tau_1') & \ldots & \Delta_{i_1 j_{k_{aa'}}, aa'}(\tau_1, \tau_{k_{aa'})'} \\
\vdots & & \vdots \\
\Delta_{i_{k_{aa'}} j_1, aa'}(\tau_{k_{aa'}}', \tau_1') & \ldots & \Delta_{i_{k_{aa'}} j_{k_{aa'}}, aa'}(\tau_{k_{aa'}}', \tau_{k_{aa'}}') 
\end{pmatrix}.
\]

The implementation of the generalized hybridization algorithm to include superconducting states is straightforward in the Monte Carlo program. It basically requires to interchange the annihilation and creation operators for the down spins and to measure not only the spin-diagonal Green functions but also the anomalous off-diagonal components. It should be noted that a non-zero anomalous Green function for the flavors \(a\) and \(a'\) is only measured if the corresponding off-diagonal component of the hybridization function, \(\Delta_{12, aa'}\), is non-zero. This means that a superconducting bath needs to be introduced by hand as an initial step in the DMFT, which is then determined self-consistently and found to converge to a non-zero solution if the system indeed becomes superconducting.
Chapter 4

Correlations in a Band Insulator

The results of this Chapter have been published in Refs. 97, 98.

While the Hubbard model has become a paradigm for the description of electronic correlations in metals and the metal-insulator transition 5, much less attention has so far been paid to electronic correlations in band insulators. E.g., modeling of Kondo insulators is far from trivial, and the only recently achieved progress in the topological classification of band insulators 99 demonstrates that our understanding of the insulating state is still incomplete.

Motivated by several investigations of the ionic Hubbard model 100, 101, 102, 103, 104, 105, 106, 107 we have analyzed a covalent insulator as a complementary example of a band insulator. As a covalent insulator we denote a band insulator with partially filled local orbitals. This definition implies that the band gap is a hybridization gap arising from a particular pattern of hopping integrals. It has been proposed that similar characteristics apply to materials such as FeSi, FeSb$_2$ or CoTiSb 108, some of which exhibit temperature dependent magnetic and transport properties reminiscent of Kondo insulators.

In our model study we use a simple particle-hole symmetric model at half-filling with two semi-circular electronic bands crossing at their respective Fermi levels. Introducing a $k$-independent hybridization a band gap is induced in the system since
the hybridization leads to a bonding-antibonding splitting of energy levels. We then introduce a local electron-electron interaction which allows us to study correlation effects on the band insulator.

We use DMFT in conjunction with the recently developed continuous-time QMC to study the evolution from the band insulator at small to the Mott insulator at large Coulomb interaction strength. The insulator-insulator transition is discontinuous at finite but low temperatures, with a region of interaction strengths where hysteretic behavior with two solutions of the DMFT equations is observed. Surprisingly we find that both charge and spin gaps shrink with increasing Coulomb repulsion. This behavior is in contrast to the correlation-induced Mott insulator where the charge gap increases with increasing interaction strength. Furthermore, in the correlated insulator charge and spin gaps deviate from each other, and the spin gap is smaller than the charge gap. From the self-energy we extract a renormalization factor $Z$ defined in the same way as the quasiparticle weight in a Fermi liquid. In the band insulator the $Z$ factor describes the renormalization of the charge gap at moderate interaction strengths (see Fig. 4.7). Thus we obtain the remarkable finding that a concept from Fermi liquid theory can be applied to quantify correlation effects in a band insulator!

4.1 Abstract

We study a model of a covalent band insulator with on-site Coulomb repulsion at half-filling using dynamical mean-field theory. Upon increasing the interaction strength the system undergoes a discontinuous transition from a correlated band insulator to a Mott insulator with hysteretic behavior at low temperatures. Increasing the temperature in the band insulator close to the insulator-insulator transition we find a crossover to a Mott insulator at elevated temperatures. Remarkably, correlations
decrease the energy gap in the correlated band insulator. The gap renormalization can be traced to the low-frequency behavior of the self-energy, analogously to the quasiparticle renormalization in a Fermi liquid. While the uncorrelated band insulator is characterized by a single gap for both charge and spin excitations, the spin gap is smaller than the charge gap in the correlated system.

4.2 Introduction

The role of electron-electron (e-e) interactions in solids is one of the central problems of condensed matter physics. The Hubbard model with local e-e interaction has become a paradigm for the description of electronic correlations in narrow-band materials. It has been used to investigate electronic correlations in metals and to study the correlation-driven metal-insulator transition [5]. Much less attention has been paid to electronic correlations in band insulators (BI), since the lack of low-energy excitations rendered them less interesting.

However, the discoveries of the quantum Hall effect and Kondo insulators showed that BIs are far from trivial, and recent progress in the topological classification of BIs [99] demonstrates that our understanding of the insulating state is indeed incomplete. The quest for materials with topologically non-trivial electronic structures suggests to explore heavier elements with strong spin-orbit coupling involving $d$ or $f$ electrons [109] and raises the question about the role of electronic correlations. The common feature of these materials is that the constituting atoms have partially filled shells and the gap – a hybridization gap – opens due to a particular pattern of inter-atomic hopping integrals. It has been proposed that similar characteristics apply to materials such as FeSi, FeSb$_2$ or CoTiSb [108], some of which exhibit strongly temperature dependent magnetic and transport properties reminiscent of Kondo insulators. We call this class of BIs covalent insulators (CI).
Recently the evolution of a band insulator (BI) into a Mott insulator upon increasing the interaction strength has been studied in the context of the ionic Hubbard model [100, 101, 102, 103, 104, 105, 106, 107], a two-band Hubbard model with crystal-field splitting [110], and a bilayer model with two identical Hubbard planes coupled by single-particle hopping [111, 112, 113, 114, 115]. Different scenarios have emerged with the possibility of an intervening phase and continuous or discontinuous transitions at critical interaction strengths.

In order to study the properties of CIs with local e-e interaction we employ the dynamical mean-field theory (DMFT) [6, 116, 35, 7, 8]. In particular we are interested in the nature of the interaction-driven transition from a covalent to a Mott insulator, the possible existence of an intervening metallic phase, the evolution of charge and spin gaps and the single-particle self-energy as a function of the interaction strength $U$.

This paper is organized as follows: In Sec. 4.3 we define the model and the methods chosen to study correlations in the covalent band insulator. The subsequent investigation is guided by the following questions: (i) How does the band insulator at weak coupling evolve into the Mott insulator at strong coupling (Sec. 4.4.1)? (ii) What is the effect of correlations on the spectral function, and what happens when the temperature is increased in the correlated system (Sec. 4.4.2)? (iii) Can we quantify correlation effects in a band insulator by means of concepts analogous to Fermi liquid theory (Sec. 4.4.3)? (iv) Regarding the characterization of a simple band insulator as an insulator with identical charge and spin excitation gaps: Is this picture modified by correlations (Sec. 4.4.4)? Our results are summarized and conclusions are drawn in Sec. 4.5.
4.3 Model and Methods

As a covalent insulator we denote a band insulator with partially filled identical local orbitals. This definition implies that the band gap is a hybridization gap arising from a particular pattern of hopping integrals. Realizations of the covalent insulator include dimerized or bilayer lattices \[111, 112, 113, 114, 115\], quantum Hall systems with filled Landau levels or Haldane’s model \[117\] and the related model of Kane and Mele \[99\] describing electrons on a honeycomb lattice with broken time-reversal invariance.

We use a simple particle-hole symmetric model at half-filling described by the Hamiltonian

\[
H = \sum_{k, \sigma} \left( \begin{array}{c} a_{k\sigma}^\dagger, \\ b_{k\sigma}^\dagger \end{array} \right) H(k) \left( \begin{array}{c} a_{k\sigma} \\ b_{k\sigma} \end{array} \right) + U \sum_{i, \alpha} n_{i\alpha \uparrow} n_{i\alpha \downarrow},
\]

\[
H(k) = \begin{pmatrix} \epsilon_k & V \\ V & -\epsilon_k \end{pmatrix},
\]

with two semi-circular electronic bands of widths \(4t\) \((t = 1\) in the following) and dispersions \(\epsilon_k\) and \(-\epsilon_k\), respectively, corresponding to two sublattices coupled by the \(k\)-independent hybridization \(V\) and a local e-e interaction of strength \(U\). Here \(n_{i\alpha \sigma} = a_{i\alpha \sigma}^\dagger a_{i\sigma}\) measures the number of electrons with spin \(\sigma = \uparrow, \downarrow\) on site \(i\) of sublattice \(\alpha = a, b\). We use the DMFT approximation to calculate the local single-particle propagator and the local spin susceptibility, quantities which within DMFT depend on the lattice only through the non-interacting density of states and thus are independent of a particular realization of the CI. The single-particle self-energy \(\Sigma(\omega)\) obtained by DMFT is local and fulfills the equations

\[
G(i\omega_n)I = \sum_k \left( (i\omega_n + \mu - \Sigma(i\omega_n)) I - H(k) \right)^{-1},
\]

\[
G^{-1}(i\omega_n) = G^{-1}(i\omega_n) - \Sigma(i\omega_n),
\]

(4.3)
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where $I$ denotes a $2 \times 2$ unit matrix. The functional dependence of $\Sigma(i\omega_n)[G_0,U]$, defined on the discrete set of Matsubara frequencies $\omega_n = (2n + 1)\pi T$, on $G_0$ and $U$ is determined by an auxiliary Anderson impurity problem, for a solution of which we employ the continuous-time quantum Monte-Carlo (CT-QMC) algorithm [85]. For quantities obtained in the imaginary time domain, i.e. the spectral function and the dynamical susceptibility, the analytic continuation to the real-frequency axis is performed using the maximum-entropy method [118].

4.4 Results and Discussion

4.4.1 Phase diagram

The non-interacting ground state ($U=0$) of our model is characterized by a gap in the spectral function of size $\Delta = 2V$ at any $V > 0$. In the $V = 0$ limit we have two decoupled copies of a single-band Hubbard model with semi-circular density of states, a problem which has been extensively studied within DMFT [52, 8]. It is well known that upon increasing the interaction strength $U$ at finite, low temperature the paramagnetic phase undergoes a discontinuous transition from a metal to a MI with a hysteresis in the interval $U_{c_1} < U < U_{c_2}$ [52]. At high temperatures the hysteretic behavior is replaced by a continuous crossover.

In Fig. 4.1 we show the phase diagram in the $T$-$U$ plane obtained for $V = 0.5$. At low temperatures two distinct phases exist separated by a discontinuous transition. The phase boundaries were obtained by calculating the double occupancy $D = \langle n_1 n_1 \rangle$, shown in the inset for two selected temperatures. In a finite range of $U$ values we find two stable self-consistent solutions of the DMFT equations. The two phases, adiabatically connected to the band insulator ($U = 0$) and the Mott insulator ($U \to \infty$), respectively, both exhibit a gap in the single-particle spectral function as discussed.

\footnote{For the determination of the critical interaction strength of the BI-MI transition it is necessary to determine and compare the free energy of both coexisting solutions.}
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Figure 4.1: $T$-$U$ phase diagram at fixed $V = 0.5$. The critical values of the interaction strength $U$ are determined from the double occupancy (see inset). Below a critical temperature both band and Mott insulating solutions of the DMFT equations are found depending on the initial guess for the self-energy. For temperatures above the critical end point of the coexistence region, there is a regime where the spectral function has a single peak at the Fermi energy accompanied by broad Hubbard bands (see Fig. 4.3). Inset: The double occupancy $D = \langle n_\uparrow n_\downarrow \rangle$ as a function of $U$ for $T = 1/30$ (circles) and $T = 1/60$ (squares) indicates the phase transition from the correlated BI (larger $D$) to the MI (smaller $D$). Both values of the double occupancy are shown in the region where two solutions are found in the DMFT self-consistency cycle. Note that all energies are given in units of the hopping integral $t = 1$.

below. No signature of an intermittent metallic phase is found. The calculated phase diagram resembles that of a single band Hubbard model including the existence of a critical end point of the discontinuous phase transition, a weak $T$-dependence of $U_{c1}$ and a considerable increase of $U_{c2}$ upon lowering the temperature.
The evolutions of the spectral function $A(\omega) = -\text{Im } G(\omega + i0^+)/\pi$ along a horizontal $T = 1/30$ and a vertical $U = 5$ line in the phase diagram of Fig. 4.1 are shown in Figs. 4.2 and 4.3 respectively. Remarkably, starting from $U = 0$ the gap in the spectral function shrinks with increasing interaction strength $U$. At the same time the incoherent Hubbard bands evolve and spectral weight is transferred to them. The gap is well distinguishable throughout the entire interaction range except for a small region in the vicinity of $U_c^2$ where thermal broadening smears the strongly
Figure 4.3: Local spectral function $A(\omega)$ at fixed hybridization $V = 0.5$ and interaction strength $U = 5$ for various values of the temperature $T$. Upon increasing $T$ the correlated band insulator (split peak around $\omega = 0$ plus Hubbard bands) shows a crossover to a Mott insulator (broad Hubbard bands and reduced spectral weight near $\omega = 0$ at $T = 1/5$). At intermediate temperatures ($T = 1/8$ and $T = 1/10$) there is a single peak at the Fermi energy accompanied by broad Hubbard bands. Note that the curves are shifted by a vertical offset for clarity.

At low $T$ the spectral function in the band insulator phase close to the transition region consists of well distinguishable low-energy quasiparticle bands, separated by the hybridization gap, and incoherent Hubbard bands similar to the single-band Hubbard model. Increasing the temperature the spectral gap is filled in while the quasiparticle bands lose their spectral weight. At $T = 1/10$ the dip at chemical potential has vanished completely and a single peak remains. This peak smoothly disappears upon further increasing the temperature and at $T = 1/5$ only two broad Hubbard bands remain in the spectrum reminiscent of the Mott insulator above the
critical temperature of the metal-insulator transition \cite{52}. In Ref. \cite{108} it was shown that this insulator–to–bad-metal crossover is reflected also in the \textit{dc} and \textit{ac} conductivity and is accompanied by a substantial increase of the spin susceptibility which follows the Curie-Weiss law at high $T$.

### 4.4.3 Gap Renormalization and Self-Energy

The spectral densities of Fig. 4.2 reveal a reduction of the charge gap in the CI phase with increasing $U$. In this section we analyze this behavior which is quantified in Fig. 4.7 showing the charge gap $\Delta_c(U)$ deduced from the spectral densities. In the following we derive the gap renormalization in two different ways from second order perturbation theory. Our derivation closely follows the approach of Ref. \cite{119}.

#### Renormalization of the Charge Gap Deduced from the Total Energy

The charge gap $\Delta_c$ in the state with $N$ particles is defined as

$$
\Delta_c = (E(N + 1) - E(N)) + (E(N - 1) - E(N)),
$$

where $E(N)$ is the ground-state energy of the system with $N$ particles. The first correction to (4.4) from a perturbative expansion in $U$ comes from the 2nd order diagram. Using the factorization of the joint density of states in the limit of infinite dimensions the second order correction to the ground-state energy can be written as

$$
E^{(2)} = -\frac{U^2}{L^3} \sum_{p_1,p_2,p_3,p_4} \frac{(1 - n_{p_1\uparrow})n_{p_2\uparrow}(1 - n_{p_3\downarrow})n_{p_4\downarrow}}{\epsilon_{p_1} - \epsilon_{p_2} + \epsilon_{p_3} - \epsilon_{p_4}},
$$

where $n_{p_i}$ is the occupation number and $\epsilon_{p_i}$ is the energy of the single-particle state with index $p_i$. The non-interacting $N$-particle ground state is a band insulator with all states with energies $\epsilon < -V$ filled. The non-interacting $(N + 1)$-particle ground state is obtained by filling the lowest energy state of the empty conduction band $\epsilon_{p_0} = V$ (we choose spin $\downarrow$ from the two possibilities). Keeping only the terms that
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do not vanish in the thermodynamic limit and using particle-hole symmetry, which requires that \( \Delta_c = 2(E(N + 1) - E(N)) \), we obtain the second order correction to the charge gap

\[
\Delta_c^{(2)} = -2 \frac{U^2}{L^3} \sum_{p_1, p_2, p} (1 - n_{p_1 \uparrow}) n_{p_2 \uparrow} \\
\times \left[ \frac{1 - n_{p_1 \uparrow}}{\epsilon_{p_1} - \epsilon_{p_2} + \epsilon_p - V} - \frac{n_{p_1 \uparrow}}{\epsilon_{p_1} - \epsilon_{p_2} + V - \epsilon_p} \right].
\]

(4.6)

Note that while \( E^{(2)} \) is an extensive quantity, the difference in (4.6) remains finite when \( L \to \infty \). Introducing the single-particle density of states \( D \) and its Laplace transform \( F \)

\[
D(\epsilon) = \frac{1}{L} \sum_p \delta(\epsilon - \epsilon_p), \quad F(\lambda) = \int_0^\infty d\epsilon \ e^{-\lambda \epsilon} D(\epsilon), \quad (4.7)
\]

(4.6) can be rewritten as

\[
\Delta_c^{(2)} = -2U^2 \int d\epsilon_1 \ d\epsilon_2 \ d\epsilon_3 \ D(\epsilon_1) D(\epsilon_2) D(\epsilon_3) \\
\times (1 - n_1) n_2 \left[ \frac{1 - n_3}{\epsilon_1 - \epsilon_2 + \epsilon_3 - V} - \frac{n_3}{\epsilon_1 - \epsilon_2 + V - \epsilon_3} \right] \quad (4.8)
\]

where the fixed spin index has been dropped for simplicity. Introducing the bare gap \( \Delta_c^0 = 2V \) we can write the renormalized charge gap as

\[
\Delta_c = \Delta_c^0 - 4U^2 \int_0^\infty d\lambda \ \sinh(\lambda V) F^3(\lambda), \quad (4.9)
\]

This expression shows that the reduction of the charge gap does not depend on the details of \( D(\epsilon) \), but rather on its overall characteristics such as the total bandwidth. If \( \Delta_c^0 \) is small compared to the total bandwidth we can linearize the expression (4.9) to obtain

\[
\Delta_c = \Delta_c^0 \left( 1 - 2U^2 \int_0^\infty d\lambda \ F^3(\lambda) \lambda \right). \quad (4.10)
\]
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In this limit the gap acquires a simple multiplicative renormalization, which is closely related to the quasiparticle mass renormalization as shown below. The perturbative results are compared with the numerical data in Fig. 4.7.

We close this section with two remarks. First, equation (4.5) relies on the equality of the local and the total density of states, which is where the concept of a covalent insulator enters the algebra. Second, the physical origin of the reduction of the gap is best seen in (4.6). Adding a single electron to the insulating states blocks scattering processes with a contribution of the order \(-1/4V\) but adds the same number of processes contributing \(-1/2V\) and therefore leads to an overall gain in the correlation energy in the \((N + 1)\)-particle state and thus a reduction of the charge gap from its non-interacting value.

Renormalization of the Charge Gap Deduced from the Self-Energy

An alternative derivation of the gap renormalization can be obtained from the perturbative calculation of the self-energy in the insulating ground state. Using the factorization of the joint density of states as in the previous section, the second order contribution to the self-energy is written as

\[
\Sigma(\omega) = U^2 \int d\epsilon_1 \, d\epsilon_2 \, d\epsilon_3 \, D(\epsilon_1)D(\epsilon_2)D(\epsilon_3) \\
\times \frac{(1 - n_1)n_2n_3 + n_1(1 - n_2)(1 - n_3)}{\epsilon_1 - \epsilon_2 + \omega - \epsilon_3},
\]

where the spin indices were dropped as in the previous section. For \(-3V < \omega < 3V\) the denominator of the integrand remains negative throughout the entire integration range, the self-energy is therefore real and can be expressed using the Laplace transform (4.7) of the non-interacting density of states

\[
\Sigma(\omega) = -2U^2 \int_0^\infty d\lambda \sinh(\lambda\omega)F^3(\lambda).
\]
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Figure 4.4: The self-energy within second-order weak-coupling perturbation theory at zero temperature (see Eq. (4.11)) for $V = 0.5$. The real part (solid line) is linear around $\omega = 0$; the slope (indicated by the dot-dashed line) determines the $Z$ factor. The imaginary part (dashed line) is gapped for $|\omega| < 3V$. The dotted vertical lines indicate the bare gap $\Delta_c^0 = 1$. The scale of the vertical axis is $U^2/t$.

The renormalization of the band gap is obtained by searching for the pole $\Omega$ of the renormalized propagator of the lowest unoccupied state $\epsilon_p = V$:

$$\Omega - V - \Sigma(\Omega) = 0.$$  \hfill (4.13)

In the small $U$ limit we can replace $\Sigma(\Omega)$ by $\Sigma(V)$ and with $\Delta_c = 2\Omega$ we recover equation (4.9). As in the previous section we can linearize (4.12) for small $V$ in the interval $|\omega| \lesssim V$, which leads to

$$\Delta_c = Z \Delta_c^0,$$

where

$$Z = \left(1 - \left.\frac{\partial \text{Re} \Sigma(\omega)}{\partial \omega}\right|_{\omega=0}\right)^{-1}. \hfill (4.14)$$

For $|\omega| > 3V$ the second order self-energy acquires a finite imaginary part and expression (4.12) is not applicable. The second order self-energy obtained by numerical integration of (4.11) is shown in Fig. 4.4.
Figure 4.5: Imaginary part of the self-energy as a function of Matsubara frequencies $\omega_n$ for three values of the interaction strength $U$. In the correlated BI the self-energy has a negative slope at small $\omega_n$. In the coexistence region ($U = 5.79$) both solutions are displayed.

The linear behavior of $\text{Re}\Sigma(\omega)$ around the chemical potential is reminiscent of a Fermi liquid. It is not limited to second order perturbation theory, but is a general consequence of a sufficiently fast vanishing of $\text{Im}\Sigma(\omega)$ in the vicinity of the chemical potential and the Kramers-Kronig relations. While in Fermi liquids $\text{Im}\Sigma(\omega) \sim \omega^2$, the existence of a gap in the spectral function of the covalent insulator, as found in the numerical simulations, and the absence of a pole in $\Sigma(\omega)$ inside the gap, imply $\text{Im}\Sigma(\omega) = 0$ throughout the entire gap. As a result, $\text{Re}\Sigma(\omega)$ of the CI phase closely resembles the self-energy of a Fermi liquid. This similarity is made evident in Fig. 4.5 where we show the self-energy on the discrete set of Matsubara frequencies: It is barely distinguishable from the analogous plot obtained for the single-band Hubbard model with comparable parameters [52].
4.4.4 Spin Excitations in the Band Insulator

Typically a band insulator is characterized by identical gaps for charge and spin excitations. So far we have identified the insulator below the critical interaction strength as a “correlated band insulator” due to the fact that it is adiabatically connected to the band insulator at $U = 0$. Naturally the question arises whether spin and charge gaps remain indeed equal in the presence of correlations. To answer this question and to characterize more precisely the correlated band insulator we evaluate the dynamical spin susceptibility and compare spin and charge gaps.

While the spectral function $A(\omega)$ is gapped in both band and Mott insulators (see Fig. 4.2), the spin gap is finite in the BI and zero in the MI. The spin excitation spectrum is reflected in the local dynamical spin susceptibility $\chi_s(\omega)$, which is calculated by a QMC measurement of the imaginary time correlation function $\chi_s(\tau) = \langle S_z(\tau)S_z(0) \rangle$ and the analytic continuation of its Matsubara transform to real frequencies. Here we use the maximum entropy method [118] for the bosonic kernel according to

$$\chi_s(\tau) = \frac{1}{\pi} \int d\omega \frac{e^{-\tau\omega}}{1 - e^{-\beta \omega}} \text{Im} \, \chi_s(\omega).$$  \hspace{1cm} (4.15)

In Fig. 4.6 the imaginary part of the spin susceptibility is shown on the real-frequency axis for $V = 0.5$, $T = 1/30$, and $U \in \{2, 3, 3.5\}$. Similar to the charge gap, the spin gap also shrinks with increasing interaction strength. For a quantitative comparison of correlation effects on spin and charge excitations in the correlated band insulator Fig. 4.6 also shows the bubble diagram calculated from the convolution of the fully dressed local Green functions,

$$\text{Im} \, \chi_B(\omega) = \pi \int d\epsilon \frac{A(\epsilon)A(\omega-\epsilon)(1-e^{-\beta\epsilon})}{(1+e^{-\beta\epsilon})(1+e^{-\beta(\omega-\epsilon)})}.$$  \hspace{1cm} (4.16)

In the non-interacting limit (not shown) $\text{Im} \, \chi_B(\omega)$ and $\text{Im} \, \chi_s(\omega)$ coincide and exhibit an energy gap of size $2V = 1$. In contrast at finite $U$ the curves differ considerably.
Figure 4.6: Local dynamical susceptibilities in the correlated BI. At $V = 0.5$ and temperature $T = 1/30$ the imaginary parts of the spin susceptibility $\chi_s$ (solid lines) and the bubble diagram $\chi_B$ (dashed lines) are shown for $U \in \{2, 3, 3.5\}$. The susceptibilities are obtained from the QMC data by analytic continuation. The bubble diagram is calculated from the convolution of the fully-dressed Green functions (see Eq. (4.16)). Thus the gap in $\text{Im} \chi_B(\omega)$ corresponds to the single-particle energy gap in $A(\omega)$, which is apparently larger than the spin gap observed in $\text{Im} \chi_s(\omega)$ in the correlated insulator.

from each other. In the spin susceptibility a prominent peak develops at energies lower than the charge gap. Furthermore spectral weight is suppressed at higher energies which correspond to excitations from the split central peak to the Hubbard bands. The spin susceptibility is thus both qualitatively and quantitatively more strongly influenced by correlations in comparison to the bubble diagram, which contains correlation effects via the renormalized propagator only. The effect of correlations on the band insulator therefore goes beyond the energy gap renormalization discussed in Sec. 4.4.3.

The comparison of the spin susceptibility and the bubble diagram in Fig. 4.6 shows
that charge and spin gap do not coincide in the correlated BI. For a quantitative analysis we extract the gap values by a linear extrapolation to the frequency axis using the slope at the inflexion point of the spectral function and the imaginary part of the spin susceptibility for the charge and the spin gap, respectively. Fig. 4.7 shows the evolution of charge and spin gaps with increasing interaction strength in the correlated band insulator. As discussed in Sec. 4.4.3 the energy gap renormalization at moderate coupling strengths is well described by the Z factor (Eq. (4.14)) extracted from the slope of the self-energy at low frequencies. For \( U \gtrsim 2.5 \) the spin gap is

Note that spin and charge gaps appear identical for \( U = 2 \). In Fig. 4.6, however, the gaps in the spin susceptibility and the bubble diagram already differ from each other at \( U = 2 \). This seeming quantitative discrepancy is due to the fact that we determine the charge gap directly from the spectral function and not from the bubble diagram. In fact the charge gap is obtained slightly larger if it is extracted from the bubble diagram.
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smaller than the charge gap, and $\Delta_c - \Delta_s$ remains almost constant with increasing the interaction strength further. Therefore, in contrast to the non-interacting limit, the description of the band insulator as an insulator with identical energy gaps for both charge and spin excitations no longer holds once the interaction is strong enough.

It is worthwhile to point out that different spin and charge gaps were also obtained in the half-filled one-dimensional ionic Hubbard model in the weakly correlated regime, when the ionic potential is smaller than the onsite interaction $U$. As in the covalent insulator, $\Delta_c$ and $\Delta_s$ decrease with increasing $U$. However, the transition to the Mott insulator proceeds via an intermediate insulating phase with bond order and a staggered modulation of the kinetic energy on neighboring bonds.

Hints for a possible difference of spin and charge gaps as obtained in the above discussed correlated band insulator phase exist also from experiments on selected insulating materials. In their study of FeSi Schlesinger et al. pointed out the possible difference between spin and charge gaps in correlated insulators based on evidence for a larger charge gap in the Kondo insulator $\text{Ce}_3\text{Bi}_4\text{Pt}_3$. While the single-particle charge gap can be measured with $meV$ accuracy using photoemission spectroscopy, the determination of the spin gap requires accurate susceptibility measurements to temperatures much lower than the gap energy. The relative gap difference for FeSi, e.g., is expected to be less than 30% and could so far not be resolved from existing measurements.

4.5 Conclusion

We have studied correlation effects in a covalent band insulator using dynamical mean-field theory. In the absence of correlations a band insulator is characterized by its band gap. A local Coulomb repulsion renormalizes the energy gap, which surprisingly shrinks when the interaction strength is increased. In second-order perturbation
theory the gap shrinking can be traced to enhanced low-energy scattering phase space in the conduction band. By analogy to the quasiparticle weight in Fermi-liquid theory a renormalization factor $Z$ can also be introduced in interacting insulators based on the low-frequency behavior of the self-energy. The $Z$ factor in the insulator determines the energy gap renormalization. The simple one-gap picture of the band insulator breaks down for sufficiently large interaction strengths. In the correlated band insulator the spin gap is smaller than the charge gap. A discontinuous transition from the band to the Mott insulator occurs upon increasing the Coulomb repulsion at low but finite temperature. Close to the insulator-insulator transition the increase of temperature in the correlated band insulator with a split central peak and pronounced Hubbard bands leads to a crossover into a high-temperature Mott insulator phase with broad Hubbard bands.

The correlation-driven reduction of the energy gap is rare among the known materials. Nevertheless, this mechanism provides a natural explanation of the uncommon gap overestimation in band-structure calculations of systems like FeSi $^{123}$. Tracing the difference between spin and charge gaps in the correlated band insulator to its physical origin remains a task for future work.

Note added: Recently, a study of correlated semiconductors revealed that a shrinking of the charge gap induced by dynamical correlations is also observed in FeSb$_2$, a material which is interesting for thermoelectric applications due to its large Seebeck coefficient $^{124}$. 
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Chapter 5

Frustration-Induced Superconductivity in a Non-Fermi Liquid

In this Chapter we present results for the plaquette CDMFT approximation to the two-dimensional Hubbard model in the presence of frustrating next-nearest neighbor hopping. The frustration opens up a possibility for unconventional superconductivity to emerge at half-filling in the weak-coupling regime, where the Coulomb repulsion is below its critical value for the Mott transition in the paramagnetic phase. At the same time, non-local electronic correlations can lead to a non-Fermi liquid normal state even at weak coupling. Indeed we will show in the following that superconductivity emerges from a non-Fermi liquid state in the weakly coupled half-filled system.

At strong coupling the occurrence of superconductivity and the pseudogap phase at finite doping was proposed to be related to stripe correlations [26], quantum criticality associated with an ordered state [125], hidden order [126], or a “quantum-critical point without an ordered state” [127], which was suggested to mark the crossover from a non-Fermi liquid to a Fermi liquid at zero temperature. In contrast, at weak coupling and half-filling stripe correlations are not expected to play a role. Following arguments based on functional renormalization group calculations [128, 129, 130], the partial vanishing of the Fermi surface and the concomitant observation of weak-coupling pseudogap behavior is possibly favored by the occurrence of hot spots near
the \((\pi, 0)\) and \((0, \pi)\) points, i.e., points at which the Fermi surface and the umklapp surface (the line connecting the \((\pi, 0)\) and \((0, \pi)\) points) intersect. In any case the emergence of superconductivity from a non-Fermi liquid state at weak coupling triggers the intriguing question how both the superconducting and the non-Fermi liquid states are related to their strong-coupling counterparts.

5.1 Abstract

We explore superconducting and normal-state properties of the two-dimensional \(U-t-t'\) Hubbard model on a square lattice using cellular dynamical mean-field theory on a plaquette. For non-zero values of the next-nearest neighbor hopping \(t'\) a \(d\)-wave superconducting state emerges upon cooling from a non-Fermi liquid state with an enhanced self-energy for the lowest Matsubara frequency at the \((\pi, 0)\) point. At the lowest accessible temperature, \(T = 0.01t\), we observe at least two critical \(U\) values: A lower critical \(U\) for the transition from the superconducting state at weak coupling to a non-Fermi liquid metallic state, and the critical \(U\) of the Mott transition. Our findings open a different route for anomalous metallic properties in the vicinity of an unconventional superconducting phase, in addition to the scenario of doping into a Mott insulator.

5.2 Introduction

The remarkable properties of the hole-doped cuprates, with an apparent non-Fermi liquid normal state, the enigmatic pseudogap phase, and unconventional superconductivity emerging from a state in which well-defined quasiparticles are absent near the \((\pi, 0)\) point of the Brillouin zone, have triggered enormous research activity. It was proposed that the pseudogap is related to a quantum-critical point associated with an ordered state \([125]\), or located at the transition from a non-Fermi liquid (NFL) to a
Fermi-liquid (FL) ground state without necessitating the existence of order [127]. In this context the two-dimensional Hubbard model at strong coupling and finite doping has been studied as a generic minimal model of interacting fermions relevant to the cuprates 30,131,132,133.

The possible existence of a superconducting ground state in the half-filled Hubbard model has received comparatively little attention. At half-filling and for only nearest-neighbor hopping the system is an antiferromagnetic insulator at zero temperature [134]. However, the suppression of antiferromagnetic correlations by a frustrating next-nearest neighbor hopping leads to conditions where insulating behavior is suppressed [74] and unconventional superconductivity may be possible. The competition or coexistence of antiferromagnetic and superconducting orders at zero temperature were studied by a renormalized mean-field method [75] and by cellular dynamical mean-field theory [67]. For the case of weak coupling it was shown that a sufficiently strong next-nearest neighbor hopping may indeed render a superconducting ground state possible.

The phenomenon of a weak-coupling pseudogap and concomitant deviations from Fermi-liquid behavior of the self-energy, most prominently in proximity to so-called hot spots, were reported in Refs. 129,130 by means of the functional renormalization group. It was shown that in certain directions in momentum space the imaginary part of the self-energy may develop a pronounced peak at low frequencies, indicating a breakdown of the quasiparticle concept for the corresponding momenta. Similarly a single-site DMFT study provided evidence that the existence of van-Hove singularities in the non-interacting density of states can lead to a self-energy with non-Fermi liquid features at low temperatures, even if non-local correlations are not taken into account [135]. In the two-dimensional Hubbard model, however, non-local correlation effects lead to a momentum-space differentiation with consequences such as Fermi-arc formation [57] and a pseudogap phenomenon related to short-ranged spin fluctuations.
Here we extend the preceding studies and investigate both the normal and anomalous self-energies at finite temperatures, focusing on the weak-coupling regime of the Hubbard model at half-filling. To this end we use a plaquette dynamical-mean field approximation, in which dynamical correlations within a $2 \times 2$ cluster are treated exactly and longer-range correlations are treated on a mean-field level. Including a next-nearest neighbor hopping, which frustrates antiferromagnetism, we identify an extended regime of weak interaction strength where $d$-wave superconductivity (dSC) emerges from a NFL state with a partially depleted Fermi surface near $(\pi, 0)$. Thus an interesting analogy between the frustrated half-filled weakly coupled system and the hole-doped strongly coupled system is revealed.

### 5.3 Model and Methods

We study the two-dimensional one-band $U$-$t$-$t'$ Hubbard model (see Fig. 5.1) with the Hamiltonian

$$H = \sum_{k,\sigma} \epsilon_k c_{k,\sigma}^\dagger c_{k,\sigma} + U \sum_i n_{i,\uparrow} n_{i,\downarrow}, \quad (5.1)$$

where $c_{k,\sigma}^\dagger$ ($c_{k,\sigma}$) creates (annihilates) an electron in a Bloch state with lattice momentum $k$, $n_{i,\sigma}$ is the local density operator for site $i$ and spin $\sigma = \uparrow, \downarrow$, $U > 0$ is the local Coulomb repulsion strength and the electronic dispersion is given by

$$\epsilon_k = -2t (\cos k_x + \cos k_y) - 4t' \cos k_x \cos k_y. \quad (5.2)$$

Throughout this work we use energy units such that $t = 1$. Since we study the half-filled system we are free to choose either positive or negative sign of the relative next-nearest neighbor hopping amplitude $t'/t$, since for $n = 1$ the dispersion has the symmetry $\epsilon_{(k_x+\pi,k_y+\pi)}(t') = -\epsilon_k(-t')$. 

**Figure 5.1:** $U$-$t$-$t'$ Hubbard model on the two-dimensional square lattice with nearest neighbor hopping $t$ and next-nearest neighbor hopping $t'$. Within plaquette CDMFT a plaquette impurity is singled out, and the rest of the lattice is replaced by an effective medium which is determined self-consistently.

We use the cellular dynamical mean-field theory (CDMFT) for a $2 \times 2$ (plaquette) cluster geometry (see Fig. 5.1). The CDMFT equations [136, 41] read

$$G(i\omega_n) = \sum_{\tilde{k}} \left( (i\omega_n + \mu)1 - \Sigma(i\omega_n) - t(\tilde{k}) \right)^{-1}, \quad (5.3)$$

$$G_0^{-1}(i\omega_n) = G^{-1}(i\omega_n) - \Sigma(i\omega_n). \quad (5.4)$$

Here the hopping matrix $t(\tilde{k})$ is defined via its matrix elements ($i$ and $j$ labeling cluster sites)

$$t_{ij}(\tilde{k}) = N_c^{-1} \sum_K e^{i(K+\tilde{k})(X_i-X_j)} \epsilon_{K+\tilde{k}}. \quad (5.5)$$

All the quantities ($t$, the coarse-grained cluster Green function $G$, the corresponding Weiss field $G_0$ and the cluster self-energy $\Sigma$) are $N_c \times N_c$ matrices and we have introduced the $N_c \times N_c$ unit matrix $1$. The self-consistency cycle is closed by solving the
impurity problem, i.e., by calculating, for a given self-energy and the corresponding Weiss field, a new cluster Green function matrix with elements

\[
G_{ij}(\tau) = -\langle T_\tau c_i(\tau)c_j(0) \rangle_{S_{\text{eff}}},
\]

where the effective impurity problem is given by the action

\[
S_{\text{eff}} = -\int_0^\beta d\tau \int_0^\beta d\tau' \sum_{ij\sigma} c_{i\sigma}^\dagger(\tau)G_0(\tau - \tau')^{-1}c_{j\sigma}(\tau') + U \int_0^\beta d\tau \sum_i n_{i\uparrow}(\tau)n_{i\downarrow}(\tau).
\]

The CDMFT formalism is generalized to superconducting states by introducing the concept of Nambu spinors

\[
\Psi_k^\dagger = \left( c_{k\uparrow}^\dagger, c_{-k\downarrow} \right), \quad \Psi_k = \left( \Psi_k^\dagger \right)^\dagger.
\]

The corresponding 2\times2 Nambu Green function matrix in momentum space reads

\[
G(k, \tau) = \begin{pmatrix}
-\langle T_\tau c_{k\uparrow}(\tau)c_{k\uparrow}^\dagger(\tau) \rangle & -\langle T_\tau c_{k\uparrow}(\tau)c_{-k\downarrow}(\tau) \rangle \\
-\langle T_\tau c_{-k\downarrow}(\tau)c_{k\uparrow}^\dagger(\tau) \rangle & -\langle T_\tau c_{-k\downarrow}(\tau)c_{-k\downarrow}^\dagger(\tau) \rangle
\end{pmatrix}
= \begin{pmatrix}
G_{\uparrow}(k, \tau) & F(k, \tau) \\
F^*(k, \beta - \tau) & G_{\downarrow}(-k, \beta - \tau)
\end{pmatrix}.
\]

For the example of the plaquette CDMFT the cluster Green function matrix is diagonal in cluster momentum space \[137\]. The corresponding cluster momenta are \((0,0), (\pi,0), (0,\pi)\) and \((\pi,\pi)\), and the relevant anomalous Green functions for a \(d\)-wave order parameter are \(F((\pi,0), \tau) = -F((0,\pi), \tau)\), while the anomalous Green functions vanish at \((0,0)\) and \((\pi,\pi)\) due to the \(d_{x^2-y^2}\) symmetry. If convergence in the superconducting state is reached, the order parameter is given by

\[
\Delta_k = F(k, \tau = 0^+) = 0^+.
\]

The cluster impurity problem is solved by the continuous-time quantum Monte Carlo algorithm based on the expansion of the effective action in the impurity-bath hybridization \[85\], generalized to include superconducting states \[96\]. We mention that
the plaquette geometry generally tends to overestimate the superconducting order parameter for $d$-wave pairing within the CDMFT framework. As shown by Maier et al. within the dynamical cluster approximation for the unfrustrated doped two-dimensional Hubbard model, a quantitative estimate of the critical temperature may be achieved by a systematic cluster-size scaling analysis. Here we restrict our study to the plaquette and rather investigate the overall phase diagram than focus on the critical temperature for a specific parameter set. Also we do not aim at investigating possible coexistence of superconducting and antiferromagnetic phases but study paramagnetic solutions at finite temperature, where superconductivity is nevertheless expected to be influenced by short-ranged antiferromagnetic correlations even in the absence of magnetic long-range order.

5.4 Results and Discussion

We focus on the half-filled system and present the main results of our study in the phase diagram shown in Fig. 5.2. At half-filling the two-dimensional Hubbard model is known to exhibit a transition from a metal to a Mott insulator (the Mott transition) upon an increase in the local Coulomb repulsion $U$, with a critical interaction strength which increases slightly when a next-nearest neighbor hopping $t'$ is introduced. For the results shown in Fig. 5.2 the temperature $T = t/100$ is chosen to be well below the critical temperature of the end point of the Mott transition, and the data points shown for the Mott insulating phase indicate the insulating solutions above the critical interaction strength of the discontinuous Mott transition. Upon introducing a finite next-nearest neighbor hopping $t'$ the system develops a $d$-wave superconducting (dSC) instability at weak coupling in a range of $U$ values which increases upon an increase in $t'$. Thus we observe a frustration-induced superconducting phase in the weakly coupled Hubbard model at half-filling. Remarkably,
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Figure 5.2: Phase diagram of the plaquette CDMFT approximation to the two-dimensional $U$-$t$-$t'$ Hubbard model at half-filling and temperature $T = t/100$. $d$-wave superconductivity (dSC) is observed in a range of values of the local Coulomb interaction strength $U$ which depends on the frustrating next-nearest neighbor hopping $t'$. Although the calculations are performed in the paramagnetic state, we observe that short-ranged antiferromagnetic correlations still suppress superconducting order for weak frustration, i.e., near $t' = 0$. The shaded regions and the corresponding phase boundaries are a guide to the eye.
the dSC phase turns out to emerge from a non-Fermi liquid (NFL) state upon cooling from higher temperatures, as will be detailed below. It is also an interesting observation that superconductivity is suppressed if the Coulomb repulsion becomes too strong, yet below the transition to the Mott insulator. In fact, within Hartree theory for the $U$-$t$-$t'$ Hubbard model, it is found that on the square lattice the critical interaction strength for the onset of antiferromagnetism increases in a similar fashion as the phase boundary between the dSC and (NFL) metallic phases indicated in Fig. 5.2. This suggests that superconductivity is suppressed if short-ranged antiferromagnetic correlations, which are fully taken into account by the CDMFT method, become too strong.

For a non-zero $|t'/t| = 0.3$ we show in Fig. 5.3 the observed sequence of phases at $T = t/100$ as the interaction strength $U$ is increased from zero to a value above the critical $U$ for the Mott transition. The Mott transition is traced by studying, for example, the double occupancy, which continuously decreases upon an increase in $U$ in the metallic phase and drops discontinuously at the first-order Mott transition. The dSC phase is studied by checking for an instability towards the establishment of a solution with a finite $d$-wave order parameter $\Delta = \frac{1}{2}|\Delta(\pi,0) - \Delta(0,\pi)|$ corresponding to $\Delta_k = \Delta(\cos k_x - \cos k_y)$.

At weak coupling below $U/t = 1$ only a normal-conducting metallic state is observed, but the system might become superconducting upon further cooling, with a critical temperature which is exponentially small in the interaction strength. Whether this is in fact the case or whether there is a small window of $U$ values in which the system does not become superconducting even at lower temperatures, however, was not resolved. For values of $U/t$ between 1 and 5 we obtain a dSC solution at the given temperature. At larger $U$ there is a transition to a non-Fermi liquid metallic phase (see below), and then undergoes the Mott transition at even larger $U$.

Also shown in Fig. 5.3 is the absolute value of the imaginary part of the self-
Figure 5.3: Sequence of phases (boundaries indicated by vertical dashed lines) upon increasing $U/t$ for finite next-nearest neighbor hopping $|t'|/t = 0.3$ at half-filling and low temperature $T/t = 0.01$. At moderate $U/t$ a $d$-wave superconducting (dSC) phase is obtained, as indicated by the finite dSC order parameter. The underlying metallic phase, obtained if dSC is suppressed, has non-trivial normal-state properties with a non-monotonic behavior as a function of $U/t$, as seen from the imaginary part of the self-energy at $(\pi, 0)$. Around $U/t = 5$ a transition to the metallic phase takes place. Also shown is the double occupancy, which decreases almost linearly in the metallic and superconducting phases, but shows a jump at the discontinuous transition to the Mott insulator above $U/t = 6$. In fact, at $T/t = 0.01$ a finite region in $U/t$ is found where metallic and insulating solutions to the CDMFT equations exist. Here we show only the insulating solutions in the coexistence region. All quantities are rescaled as indicated in the legend to match the scale.
energy at the lowest Matsubara frequency $\omega_0 = \pi T$ divided by $\omega_0$ for the accessible momentum closest to the Fermi surface, $\mathbf{k} = (\pi, 0)$, in the normal-conducting state. As expected the self-energy becomes very large in the Mott insulator. More surprisingly it shows a non-monotonic behavior at lower values of $U$, where it first increases before decreasing again towards $U = 0$. Interestingly the non-monotonicity of the self-energy in the normal-conducting phase is accompanied by a similar non-monotonic behavior of the dSC order parameter, immediately triggering the question whether there exists a relationship between non-Fermi liquid behavior and the establishment of superconductivity.

We now turn to the discussion of the properties of the normal-conducting state from which the dSC state emerges. In Ref. \[127\] a detailed study of $|\text{Im} \Sigma(\mathbf{k}, i\omega_0)/\omega_0|$ at the lowest Matsubara frequency $\omega_0 = \pi T$ for $\mathbf{k}$ points near the Fermi surface in the $(0, 0)$-$(\pi, 0)$ direction provided evidence for a crossover from non-Fermi liquid behavior near half-filling to a Fermi liquid upon doping in the more strongly coupled but unfrustrated system. With the momentum resolution given by the plaquette we can study the behavior of $|\text{Im} \Sigma((\pi, 0), i\omega_0)/\omega_0|$, which is not exactly on the Fermi surface for non-zero next-nearest neighbor hopping but still provides information about the existence of well-defined quasiparticles in the $(0, 0)$-$(\pi, 0)$ direction and, if they exist, the quasiparticle weight $Z_k = (1 - \partial \text{Re} \Sigma(\mathbf{k}, \omega)/\partial \omega|_{\omega=0})^{-1} \approx (1 - \text{Im} \Sigma(\mathbf{k}, i\omega_0)/\omega_0)^{-1}$, where the latter approximate equality is a good approximation in a Fermi liquid at low temperature. It is important to mention that $Z_k$ is only well-defined (and takes values between 0 and 1) if the slope of $\text{Re} \Sigma(\mathbf{k}, \omega)$ as a function of $\omega$ at $\omega = 0$ is indeed negative. This corresponds to a self-energy with a continuous negative slope of $\text{Im} \Sigma(\mathbf{k}, z)$ for imaginary $z$ at $z = 0$. If, for example, $\text{Im} \Sigma(\mathbf{k}, z)$ develops a sharp peak for certain $\mathbf{k}$ values and at $z = 0$ such that both the slope of the real part along the real-frequency axis and the slope of the imaginary part on the imaginary-frequency axis become positive for very small frequencies, the $Z_k$ factor is not a well-defined
Figure 5.4: Upper diagram: Temperature dependence of $|\text{Im} \Sigma((\pi, 0), i\omega_0)/\omega_0|$ as a function of temperature for selected values of the interaction strength $U$ at $|t'/t| = 0.3$ and for half-filling. Lower diagram: Temperature dependence of $(1 - \text{Im} \Sigma((\pi, 0), i\omega_0)/\omega_0)^{-1}$ for the same parameters. In a Fermi liquid this quantity converges to the quasiparticle weight $Z_k$ ($k = (\pi, 0)$) in the zero-temperature limit. The vertical dashed line indicates the temperature below which the Fermi-liquid description breaks down (also see Fig. 5.5).
quantity and Fermi-liquid theory breaks down.

In the upper diagram of Fig. 5.4 the $T$ dependence of $|\text{Im}\Sigma((\pi, 0), i\omega_0)/\omega_0|$ is shown for the same parameter values as in Fig. 5.3 and for selected values of the interaction strength. While at high temperatures $|\text{Im}\Sigma((\pi, 0), i\omega_0)/\omega_0|$ shows only a weak $T$ dependence, it increases upon cooling for temperatures below $T/t \approx 0.02$, which is above the superconducting critical temperatures observed for all $U$ values. In fact, at high temperatures the self-energy is larger for larger $U$, as expected, but at lower temperatures there is a non-monotonic behavior of the self-energy at $(\pi, 0)$ as a function of $U$, as also seen in Fig. 5.3. In the lower diagram of Fig. 5.4 the $Z_k$ factor for $k = (\pi, 0)$, as calculated from $(1 - \text{Im}\Sigma(k, i\omega_0)/\omega_0)^{-1}$, is shown as a function of temperature. A strong suppression of the “quasiparticle weight” $(1 - \text{Im}\Sigma(k, i\omega_0)/\omega_0)^{-1}$ at $k = (\pi, 0)$ upon cooling is observed, but we stress that the concept of the quasiparticle weight itself breaks down for the lowest temperatures below $T/t = 0.02$, indicated by the dashed vertical line in the lower diagram of Fig. 5.4 as we will now discuss in detail.

In order to demonstrate the deviation of the self-energy at $(\pi, 0)$ from Fermi-liquid behavior for the relevant interaction strength values $U/t = 3$ and 4, where the system becomes superconducting slightly above $T/t = 0.01$, we extract the slope of the imaginary part of the self-energy from its values at the two lowest Matsubara frequencies. The results are shown in Fig. 5.5. While the slope is negative at high temperatures it changes sign below $T/t = 0.02$ for both $U/t = 3$ and $U/t = 4$, indicating a non-Fermi liquid (NFL) behavior at low temperatures. Intriguingly, since the $d$-wave superconducting phase appears at even lower temperatures than the deviation from Fermi-liquid behavior, superconductivity thus emerges from an unconventional metallic phase with a non-Fermi liquid self-energy at the $(\pi, 0)$ point.

To summarize our findings for the half-filled system, there are at least two critical values of the interaction strength at low temperatures, namely a lower one (slightly
Figure 5.5: Slope of the real part of the self-energy, estimated from the slope of \( \text{Im} \Sigma \) at \((\pi,0)\) on the Matsubara axis, at selected values of the interaction strength in the regime in which the system has a superconducting instability as a function of temperature for \( t'/t = -0.3 \) and half-filling. Below \( T/t = 0.02 \) a sign change in the slope is observed, signaling a breakdown of the Fermi-liquid picture in the region around \((\pi,0)\) in the Brillouin zone.
below $U/t = 5$ for $T/t = 0.01$ and $|t'/t| = 0.3$) for the transition from a $d$-wave superconducting phase, which emerges from an unconventional metallic phase upon cooling, to a metallic phase with non-Fermi liquid properties around $(\pi, 0)$, and an upper critical interaction strength for the well-known first-order Mott transition (slightly above $U/t = 6$ for the selected parameter values). The non-Fermi liquid phase is characterized by a sign change in the slope of the real part of the self-energy at low frequencies (and low temperatures) around the $(\pi, 0)$ point, which indicates that the concept of low-energy quasiparticles breaks down in the $(\pi, 0)$ region of the Brillouin zone. At the same time, a pseudogap is expected to appear in the $k$-resolved spectral function

$$A(k, \omega) = -\frac{1}{\pi} \frac{\operatorname{Im} \Sigma(k, \omega)}{(\omega - \epsilon_k - \operatorname{Re} \Sigma(k, \omega))^2 + (\operatorname{Im} \Sigma(k, \omega))^2}$$

(5.11)

near the $(\pi, 0)$ point in the frequency regime where the imaginary part of the self-energy is enhanced. Therefore the physics of the frustrated two-dimensional Hubbard model at weak coupling and half-filling indeed bears some resemblance with the physics in the strong coupling regime at finite doping [140], where a superconducting phase emerges from a pseudogap phase close to half-filling below optimal doping. At weak coupling, however, the enhancement of the imaginary part of the self-energy is restricted to a narrow frequency region. This observation is in agreement with results from functional renormalization group calculations [129, 130], where similar features in the self-energy at weak coupling and finite $t'$ were identified as the origin of a pseudogap in the spectral function. However, while the weak-coupling pseudogap is restricted to a very narrow frequency range, the strong-coupling pseudogap is more pronounced and develops into a full gap in the Mott insulator at half-filling. In fact, a momentum-selective metal-insulator transition was obtained as a function of hole doping within an eight-site dynamical cluster approximation [138]. For eight-site clusters the momentum resolution allows access to the $(\pi/2, \pi/2)$ point (the nodal direction) in addition to the $(\pi, 0)$ point (antinodal direction), and finite-size effects
leading to an overestimation of correlations are less pronounced. It was shown that a two-stage transition takes place. For large hole doping the system is a Fermi liquid. Upon approaching half-filling a pseudogap first appears in the momentum sector containing the antinodal region, while the states in the nodal region remain gapless until half-filling. Therefore the NFL-FL crossover was identified as the doping level where the antinodal region becomes gapped.

\[ T/t=0.01, \ U/t=4, \ t'/t=-0.3 \]

**Figure 5.6:** Slope of the real part of the self-energy, estimated from the slope of \( \text{Im} \Sigma \) on the Matsubara axis, as a function of filling upon hole-doping for \( U/t = 4, \ t'/t = -0.3 \) and \( T/t = 0.01 \). Around 10 percent hole doping a crossover from a non-Fermi liquid with positive slope to a Fermi liquid with negative slope takes place.

To make contact with strong-coupling results we follow the \( U/t = 4 \) solution at \( t'/t = -0.3 \) and \( T/t = 0.01 \) as a function of hole doping. In Fig. 5.6 the slope of \( \text{Im} \Sigma((\pi, 0), z) \), for \( z \) on the imaginary-frequency axis, extracted from the lowest two Matsubara frequencies is shown. Indeed, starting from a positive slope at half-filling
indicating NFL behavior the slope continuously decreases and changes sign around 10 percent hole doping, where thus an NFL-FL crossover takes place.

In Fig. 5.7 we visualize the results obtained in this work for the weak-coupling scenario and present a generalized view by including results for the strongly coupled system away from half-filling \[138, 127, 140\]. A non-zero next-nearest neighbor hopping frustrates the weak-coupling antiferromagnetic instability \[139\] and thus opens up a window of interaction strengths where superconductivity may exist even at half-filling. A NFL phase, possibly due to short-ranged antiferromagnetic correlations, is found to exist around half-filling, and it is this NFL phase from which the dSC phase emerges upon cooling, even at weak coupling. The Fermi-liquid metal is recovered upon doping. Similarly there is a dSC phase at strong coupling, which also emerges from a NFL phase in the underdoped region. Although the strong-coupling pseudogap appears at much larger energy (and consequently temperature) scales it is an interesting question how the NFL phases at weak and strong coupling are related. Moreover, in both cases dSC appears as an instability in a strange metallic phase with a partially depleted Fermi surface and the absence of quasiparticles in certain \(k\) directions, which seems to contradict the well-known BCS picture \[61\], in which well-defined quasiparticles are paired. However, in the ordered phase the anomalous expectation value \([c_{k\uparrow}^\dagger c_{-k\downarrow}^\dagger}\neq 0\) is a well-defined quantity anyway. Thus the ordered state is in fact less unusual than the underlying normal-conducting state, a fact which is also reminiscent of the pseudogap phase in the cuprates \[64\].

5.5 Conclusion

To summarize, a \(d\)-wave superconducting (dSC) phase is observed in the plaquette CDMFT approximation to the weakly coupled frustrated two-dimensional Hubbard model at half-filling. Remarkably, superconductivity emerges upon cooling from a
Figure 5.7: Sketch of phases in the two-dimensional frustrated Hubbard model in the space of temperature $T$, doping $1 - n$ and Coulomb repulsion $U$. Results are shown for $d$-wave superconductivity (dSC) and the non-Fermi liquid (NFL) to Fermi-liquid (FL) transitions upon doping at weak and strong coupling in the presence of frustration, $t' \neq 0$, where a finite weak-coupling window for dSC opens in which antiferromagnetism is suppressed [139]. The sketch is based upon results obtained in this work and, e.g., in Refs. [138, 127, 140]. Note that away from half-filling, and in particular at strong coupling, a tendency towards phase separation is observed [140, 131]. It is an interesting open question whether and how the dSC phases and the transitions from NFL to FL physics at weak and strong coupling are related.
Conclusion

non-Fermi liquid (NFL) metal with a narrow peak in the imaginary part of the self-energy around the $(\pi, 0)$ point, in an interesting analogy with the strong coupling pseudogap and superconductivity phenomena away from half-filling. This unusual behavior of the self-energy indicates that, even at relatively weak coupling, non-local correlations in combination with low dimensionality may violate the quasiparticle concept in certain directions in momentum space. Such preconditions lead to enhanced damping of quasiparticles, especially at low temperatures and close to the Fermi surface. This is in marked contrast to Fermi-liquid theory, where quasiparticles are long-lived and in fact have an infinite lifetime on the Fermi surface at zero temperature. Naturally, the observed NFL effects at weak coupling are expected to be particularly strong in the proximity of van-Hove singularities in the non-interacting density of states, since enhanced phase space for low-energy scattering processes is present in the respective momentum space regions. The precise nature of the scattering processes leading to NFL behavior, however, remains to be explored. In contrast, at strong coupling it was shown that the opening of a pseudogap was not related to van-Hove features in the density of states [138]. We also note that the plaquette geometry used in our study typically overestimates correlation effects. Therefore the observed non-Fermi liquid features are expected to be weaker for larger clusters. Away from half-filling a crossover from a NFL to the more conventional Fermi-liquid metallic phase upon doping is observed at weak coupling. It is an intriguing open question how the dSC and NFL phases at weak coupling and half-filling are connected to their counterparts at strong coupling and finite doping.
Chapter 6

Charge and Spin Criticality at the Mott Transition in a Two-Dimensional Organic Conductor

6.1 Abstract

We study the behavior of the charge and spin degrees of freedom at the critical end point of the bandwidth-controlled Mott transition in a two-dimensional Hubbard model with anisotropic next-nearest neighbor hopping which is relevant to layered organic conductors. Using cluster dynamical mean-field theory on a plaquette and a continuous-time quantum Monte Carlo impurity solver, we obtain critical exponents for the single-particle density of states at the Fermi energy (charge criticality) and the nuclear spin-lattice relaxation rate divided by temperature (spin criticality). Both charge and spin degrees of freedom are observed to show critical behavior with a divergent slope at the critical end point, and the extracted critical exponents are remarkably consistent with experimental data.

6.2 Introduction

The Mott metal-insulator transition is a paradigmatic example of a correlation-induced phase transition, and the single-band Hubbard model is the generic theore-
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ical model in which it occurs. Its model parameters are the local Coulomb repulsion $U$, the bare bandwidth $W$ and the average electronic density per lattice site (filling) $n$. One distinguishes the bandwidth-controlled Mott transition, where at a fixed filling the Mott-insulating system is driven metallic by increasing $W/U$, typically through chemical or hydrostatic pressure, and the filling-controlled Mott transition, which takes place when at large enough $U/W$ the half-filled system is doped with electrons or holes. In many cases the paramagnetic Mott transition is hidden by an ordered phase, e.g., antiferromagnetism. However, in sufficiently frustrated systems and at high enough temperatures the bandwidth-controlled transition from a paramagnetic metal to a paramagnetic Mott insulator can be observed in experiments.

A prominent example for the observation of the bandwidth-controlled Mott transition is the quasi-two-dimensional $\kappa$-(ET)$_2$Cu[N(CN)$_2$]Cl (abbreviated as $\kappa$-Cl), which belongs to a whole class of layered organic charge transfer salts (see Fig. 6.1 [142, 58, 141]). Since these materials are both low-dimensional and frustrated, such that magnetic order is suppressed at elevated temperatures, one can follow the first-order Mott transition to its second-order critical end point in the absence of long-range order. Of special interest is the critical behavior, or Mott criticality, at the critical point. Experimentally the criticality is probed by the behavior of observables (e.g., the conductivity $\sigma$) as a function of external parameters (temperature $T$, pressure $P$) in the vicinity of the critical point. One observes scaling of the deviation $\Delta\sigma(t_{\text{red}}, p_{\text{red}}) = \sigma(t_{\text{red}}, p_{\text{red}} = 0) - \sigma_c$ with the reduced parameters $t_{\text{red}} = (T - T_c)/T_c$ and $p_{\text{red}} = (P - P_c)/P_c$, where the index $c$ denotes the respective values at the critical point. Criticality is then classified by the exponents $(\beta, \gamma, \delta)$ defined via

$$
\Delta\sigma(t_{\text{red}}, p_{\text{red}} = 0) \propto |t_{\text{red}}|^{\beta},
\frac{\partial \sigma(t_{\text{red}}, p_{\text{red}})}{\partial p_{\text{red}}}
\bigg|_{p_{\text{red}}=0} \propto |t_{\text{red}}|^{-\gamma},
\Delta\sigma(t_{\text{red}} = 0, p_{\text{red}}) \propto |p_{\text{red}}|^{1/\delta},
$$

(6.1)
Figure 6.1: Schematic phase diagram of the family of two-dimensional organic conductors, with an insulating phase ordered antiferromagnetically at low pressure (small $t/U$) and a superconducting phase at higher pressure (large $t/U$). The critical end point of the Mott transition is located above the ordering temperatures of both superconductivity and antiferromagnetism. Note that $\kappa$-Cl is an insulator at ambient pressure. Hence the paramagnetic Mott transition can be studied in this material by applying hydrostatic pressure. It is, from the point of view of this thesis, unclear how the label “Fermi-liquid metal” is determined experimentally and whether it is justified (see Chapter 5). From Ref. [141].

which obey the scaling law $\gamma = \delta (\beta - 1)$.

It is suggestive to propose that the Mott transition is in the Ising universality class [143, 144, 145, 146], based on the argument that the double occupancy may be interpreted as an “order parameter”. Since the double occupancy is a scalar field, Ising universality would apply in this case. However, while conductivity measurements for the three-dimensional $(V_{1-x}Cr_x)O_3$ indeed confirm critical behavior compatible with 3D Ising universality [147], the situation seems to be less clear-cut for the two-
For quasi-two-dimensional systems the critical exponents of the 2D Ising model are $\beta = 1/8$, $\gamma = 7/4$, and $\delta = 15$ \cite{148}. Conductivity measurements under pressure performed on $\kappa$-Cl challenge this prediction, with the observed exponents $\beta \approx 1$, $\gamma \approx 1$, and $\delta \approx 2$. While it is argued by Imada et al. \cite{149,53} that the observed deviation from Ising universality is a manifestation of unconventional quantum criticality due to momentum-space differentiation near the topological Mott transition specific to a two-dimensional system, a different scenario was proposed by Papanikolaou et al. \cite{146} who pointed out that the conductivity can have a different critical behavior than the order parameter of the transition. The authors argued that when the coupling of the conductivity to the energy density of the Ising model dominates, one may obtain an extended regime around the critical point with modified critical exponents, $\beta = 1$, $\gamma = 7/8$, and $\delta = 15/8$, in fair agreement with the exponents observed in $\kappa$-Cl. Thermal expansion measurements on a related material \cite{150} were explained by a scaling theory for the two-dimensional Ising universality class, thus supporting the
latter point of view \[151\].

Recently a new flavor was added to the picture by a study of the Mott criticality of the spin degree of freedom. Kagawa et al. performed extensive NMR experiments under pressure and found that the critical enhancement of the conductivity when going through the critical end point is accompanied by a critical suppression of spin fluctuations, as evidenced by a decrease of the nuclear spin-lattice relaxation rate divided by temperature, $1/T_1 T$ (see Fig. \[6.2\] \[59\]). Interestingly the critical exponents $\delta$ of charge (conductivity) and spin ($1/T_1 T$) are found to be equal ($\delta \approx 2$) within experimental accuracy.

### 6.3 Model and Methods

We aim at a microscopic description of the Mott criticality in organic conductors by studying the two-dimensional one-band Hubbard model on an anisotropic triangular lattice with the Hamiltonian

$$
H = \sum_{\mathbf{k}, \sigma} \epsilon_{\mathbf{k}} c_{\mathbf{k}, \sigma}^\dagger c_{\mathbf{k}, \sigma} + U \sum_i n_i, \uparrow n_i, \downarrow,
$$

(6.2)

where $c_{\mathbf{k}, \sigma}^\dagger$ ($c_{\mathbf{k}, \sigma}$) creates (annihilates) an electron in a Bloch state with lattice momentum $\mathbf{k}$, $n_{i, \sigma}$ is the local density operator for site $i$ and spin $\sigma = \uparrow, \downarrow$, $U > 0$ is the local Coulomb repulsion strength and the electronic dispersion is given by

$$
\epsilon_{\mathbf{k}} = -2t (\cos k_x + \cos k_y) - 2t_{\text{diag}} \cos (k_x + k_y).
$$

(6.3)

According to Ref. \[152\] we choose for the relevant $\kappa$-Cl material a diagonal hopping $t_{\text{diag}} = 0.44t$ and fix the filling at $n = 1$. Therefore the variable parameters are the onsite Coulomb repulsion $U$ and the temperature $T$. To solve the problem we choose the cluster dynamical mean-field theory (CDMFT) \[136, 41\] on a plaquette (see Fig. \[6.3\]), where the full lattice model is mapped to a $2 \times 2$ cluster impurity...
model embedded in a self-consistently determined dynamical mean field. The cluster impurity problem is solved using a continuous-time Quantum Monte Carlo method based on the hybridization expansion \[85\]. In its single-site version DMFT is by now a well-established, reliable and powerful method to study phase transitions in strongly correlated materials, most notably the Mott transition in infinite dimensions. The generalization to clusters is necessary in order to capture also non-local dynamical correlation effects, which are of crucial importance in low-dimensional systems. In particular CDMFT has been used to study the phase diagram of two-dimensional organic conductors \[153\] \[154\].

The charge criticality is extracted from an estimate of the interacting density of states at the Fermi level via the imaginary-time Green function, \( A(\omega = 0) \approx \beta G(\beta/2) \) \((\beta = 1/T)\), which has proven an approximate but reliable way of obtaining detailed
information on the finite-temperature Mott transition\cite{138}. The spin criticality is more difficult to study in theory. First of all, an approximate relation needs to be assumed, namely the one between the local spin susceptibility $\chi(\omega)$ and the spin-lattice relaxation rate $1/T_1$, $1/T_1 T \approx \lim_{\omega \to 0} \text{Im}\chi(\omega)/\omega$, where a form factor is omitted. Secondly, the spin susceptibility on the real-frequency axis needs to be calculated from the spin-spin correlation function on the imaginary-time domain, i.e., by an analytical continuation procedure, for which we employ the Maximum Entropy Method\cite{39}.

![Figure 6.4: Route through the continuous Mott transition at fixed temperature. We assume that the pressure-controlled transition in Ref.\cite{59} corresponds approximately to the bandwidth-controlled transition in theory. Therefore the hopping amplitude $t$ (bandwidth $W \propto t$) is varied (blue arrow) while the local Coulomb repulsion $U$, the relative anisotropic diagonal hopping $t_{\text{diag}}/t$ and the temperature $T$ are kept fixed in our calculations. The indicated values of $(T/U)_c$ and $(t/T)_c$ are the critical values found for $t_{\text{diag}}/t = 0.44$ as used in this study.](image)

Before presenting our results we note here that a theoretical description of the Mott criticality using these methods involves an important approximation. The single-band Hubbard model is used as an effective low-energy model of $\kappa$-Cl\cite{152}.
and in particular the pressure-controlled Mott transition in the experiment is identified with the bandwidth-controlled Mott transition in theory. The latter assumption means that when in the experiment the temperature is kept fixed and pressure is applied, in our theory we keep the temperature \( T \), Coulomb repulsion \( U \) and also the ratio \( t_{\text{diag}}/t \) fixed and change the size of the hopping matrix element \( t \), assuming that in a given range of pressure near the critical end point of the Mott transition a linear increase in pressure amounts to a linear increase in \( t \) (see Fig. 6.4).

### 6.4 Results and Discussion

We now turn to the discussion of the critical behavior near the critical end point of the Mott transition. Using the discontinuity of the double occupancy as a function of \( U \) below the critical temperature \( T_c \) and its continuous decrease upon increasing \( U \) above \( T_c \) as a guide to identify the critical end point, we find \((U/T)_c = 52\). Fixing \( U/T = (U/T)_c \) we study the critical exponent \( \delta \) of the critical observable \( \sigma \) as a function of the variable \( t/T \) (see Eq. (6.1) and Fig. 6.4), where increasing \( t/T \) is assumed to amount to increasing pressure as discussed above. Here \( \sigma \) is chosen to be \( G(\beta/2) \) (charge criticality) and \( \lim_{\omega \to 0} \text{Im} \chi(\omega)/\omega \) (spin criticality). The analytic continuation of the spin susceptibility data on the insulating side of the transition turns out to be difficult due to the formation of local moments. Therefore the spin-spin correlation function on the imaginary-time axis becomes rather flat in the Mott insulator, which corresponds to a sharp peak in \( \text{Im} \chi(\omega)/\omega \) at \( \omega = 0 \). Hence we restrict ourselves to the behavior of the spin criticality on the metallic side of the transition.

The results are shown in Fig. 6.5. Both charge and spin degrees of freedom show critical behavior with a maximal (infinite) slope at the continuous transition, which is identified at \((t/T)_c = 7.68\), independently for charge and spin. We first discuss the qualitative resemblance of the theoretical results and the experimental data. The
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Figure 6.5: Critical behavior at the continuous bandwidth-controlled Mott transition (vertical dashed line, \((T/t)_c = 7.68\)). Upper diagram: Evolution of critical observables \(G(\beta/2)\) and \(\lim_{\omega \to 0} \text{Im} \chi(\omega)/\omega\) (rescaled to match the value of \(G(\beta/2)\) at the critical point) upon increasing \(t/T\). The solid curves are fits to the critical scaling behavior according to Eq. (6.1). Lower diagram: Double-logarithmic plot of the same data as in the upper diagram, measured from the critical end point of the Mott transition. Solid lines show the critical scaling (same fits as in upper diagram).
increase of $G(\beta/2)$ indicates that the low-energy spectral weight increases upon going from the insulator to the metal. In fact, this behavior reflects the filling of the charge gap in the Mott insulator with low-energy states and the development of the Fermi surface at the insulator-metal transition. Thus the charge degrees of freedom, which are localized in the insulator, become delocalized in the metal, as expected. Similarly, the measured conductance (Fig. 6.2) increases in the metal. In contrast, the spin susceptibility shows the opposite behavior. It is suppressed in the metal and enhanced in the insulator, as seen both in Fig. 6.3 and the measured $1/T_1T$ from NMR (Fig. 6.2). The enhancement of spin excitations in the insulator is traced to the predominant occupation of the plaquette with a four-electron singlet state with zero total momentum and zero total spin $S = 0$ (see Fig. 6.6). The second-most probable states (not shown) are three triplet states with spin $S = 1$. Since the singlet state has such a high occupation probability in the insulator, spin flip ($\Delta S = 1$) excitations to the triplet states are more likely, which leads to the large susceptibility in the insulator.

Even a quantitative comparison with the cited experiments is possible, as can be seen in the lower diagram of Fig. 6.3. Indeed the double-logarithmic plot of the observables relative to their values at the critical point as a function of the reduced variable is in good agreement with the scaling relation, Eq. (6.1). From linear fits to the double-logarithmic plot we extract the critical exponents. For the charge criticality exponents $1/\delta = 0.576$ (on the insulating side of the transition) and $1/\delta = 0.610$ (metallic side) are found. The observation of critical behavior with an infinite slope of the density of states at the Fermi energy, extracted from $G(\beta/2)$, at the transition is in agreement with the behavior of the measured conductivity, and also the critical exponents ($1/\delta \approx 0.5$ for the conductivity) are in fair agreement. A quantitative comparison, however, is of course difficult, since the explicit relation of the exponents for the density of states and for the conductivity is unclear. For the
Figure 6.6: Probability of the plaquette singlet state as a function of \( t/T \) for the same parameters as in Fig. 6.5, as extracted from the sector occupation statistics measured in CTQMC \cite{137,48,50}. The plaquette is predominantly occupied by this singlet state in the insulator (left side of the vertical dashed line). With increasing pressure the probability of the singlet state decreases, leading to a suppression of the spin susceptibility in the metal.

spin criticality, however, even quantitative agreement with experiment is found, with an exponent 0.481 very close to the experimentally determined \( 1/\delta \approx 0.5 \) \cite{59}.

6.5 Summary

To summarize, we have studied the critical behavior of charge and spin at the Mott transition in the two-dimensional anisotropic Hubbard model relevant to the organic charge transfer salt \( \kappa \)-Cl using plaquette cluster DMFT. The charge criticality was obtained using an estimate of the density of states at the Fermi energy directly from imaginary-time QMC data, while the spin criticality was extracted from an analytic
continuation of the spin-spin correlation function to obtain a direct estimate of the NMR data $1/T_1T$. In qualitative agreement with experimental observations, the density of states is enhanced when passing through the critical end point of the Mott transition from the insulator to the metal, with an infinite slope at the transition. Interestingly, the critical exponents for the theoretically evaluated density of states and for the measured conductivity are quite close to each other. Even more remarkably, we find quantitative agreement with the experiment for the spin criticality. The spin susceptibility is suppressed upon an increase in bandwidth, and we find a critical exponent $1/\delta \approx 0.5$ for $1/T_1T$. Our results do not resolve the issue of whether a quantum-critical scenario with unconventional exponents [149, 53] or a classical scenario with modified exponents [146] is the appropriate framework for the description of the Mott critical end point in two-dimensional quantum systems. However, we have shown that results consistent with experiments (and with both theoretical scenarios) can be obtained from a single-band Hubbard model in the plaquette dynamical mean field approximation solved with a continuous-time quantum Monte Carlo method, and in particular under the assumption that a linear change in pressure close to the transition can be modeled by a linear change in bandwidth.

\footnote{Note that there is a linear relation between the density of states at the Fermi level and the dc conductivity for a metal within the relaxation-time approximation in Boltzmann theory. However, whether a similar relation holds in the correlated system close to the Mott transition and especially in the Mott insulator is far from clear.}
Chapter 7
DC Conductivity of Disordered Graphene

7.1 Abstract

Two of the hallmark features of graphene are its linear quasiparticle dispersion and the finite minimum conductivity $\sigma_{\text{min}}$ [155]. In non-suspended graphene (NSG) the minimum conductivity $\sigma_{\text{min}}$, i.e., the minimal value of the dc conductivity $\sigma_{\text{dc}}$ with respect to density variations, is weakly dependent on temperature $T$ but varies considerably from sample to sample [155, 156]. In order to push graphene’s transport properties to the ballistic limit of Dirac fermions without scattering, realizations of suspended graphene (SG) sheets have been prepared, allowing for unprecedented electron mobilities [157, 158, 159] and showing a stronger increase $\sigma_{\text{min}}$ upon increasing $T$ [160, 161]. At finite densities $\sigma_{\text{dc}}$ decreases with $T$ below a crossover temperature, and the resistivity increases linearly with $T$ at high densities. Here we show that the observed range of $\sigma_{\text{min}}$ values is compatible with disorder potentials on the order of meV. Moreover, the temperature dependence of the resistivity at high densities and the density dependence of the respective slopes are consistently explained by a temperature-dependent disorder strength $\Gamma$, which consists of a constant $\Gamma_0$ and a contribution $\alpha_1 T$. This finding suggests that at least two contributions to scattering in graphene are important for its transport properties, and that one of the contributions is due to scattering of electrons from thermally induced excitations.
7.2 Introduction

Free electrons on the half-filled honeycomb lattice constitute a perfect conductor with a non-zero Drude weight at finite temperature and a finite dc conductivity of $\sigma_0 = \pi e^2/2h$ at zero temperature [162, 163, 164, 165]. This is a direct consequence of the linear quasiparticle dispersion near the Dirac points (points of zero energy in the Brillouin zone), where the conduction and valence bands (defined as the eigenvalues of the tight-binding Hamiltonian with positive and negative energy, respectively) touch each other. At finite temperatures the optical conductivity is also of order $\sigma_0$ for visible frequencies (Fig. 7.1). This theoretical result neglecting disorder effects is indeed observed with excellent accuracy in optical absorption experiments on charge-neutral graphene [166].

Existing graphene samples [167, 168] are not pristine, however. Scanning-tunneling microscopy images of NSG samples show inhomogeneous patterns [169] whose origin was traced to the presence of impurities at the substrate-graphene interface [170]. It was proposed that impurities nucleate electron- or hole-rich puddles [171], which would obscure the intrinsic Dirac fermion physics of pristine graphene. In suspended graphene (SG) scattering can occur due to microscopic corrugations of the otherwise unstable two-dimensional crystal, so-called ripples, which were observed by transmission electron microscopy [172] and theoretically analyzed as one possible source for electron scattering [173, 174] or charge inhomogeneity [175].

The dc conductivity $\sigma_{dc}$ of graphene is minimal at the charge neutrality point, which corresponds to a honeycomb lattice model at half-filling, i.e., with one electron.

Note that the terminology of valence and conduction bands is conveniently borrowed from semiconductor physics, even though the “bands” defined in this way are not differentiable at the Dirac points. The conduction and valence bands are nevertheless uniquely defined as the $+\sqrt{\epsilon_k}$ solutions of the eigenvalue equation for the $2 \times 2$ tight-binding Hamiltonian for each $k$. In fact, a different classification with two partially filled bands would be arbitrary since all the filled states (at $T = 0$) in momentum space are continuously connected, and they would have to be split up into two subsets in an arbitrary way.
per lattice site. Upon applying a gate voltage $\sigma_{dc}$ increases [161], hence the name “minimum conductivity”. Disorder-induced charge-density modulations imply a spatially varying chemical potential and thereby conceal clean Dirac fermion physics. Also the dc transport measurement process itself may introduce a bias, e.g., due to charge transfer at metal contacts [176].

Figure 7.1: Transport at the charge neutrality point in pristine graphene. (a) At $T = 0$ the valence band (states below the chemical potential $\mu$), sketched here for a single Dirac cone, is completely filled (indicated by the dark blue shading) and the conduction band is empty. At $T > 0$ some particles are thermally excited to the conduction band due to the Fermi-Dirac distribution (lighter blue shading). (b) Contributions to the conductivity: Only interband transitions are allowed at $T = 0$ due to Fermi blocking. Intraband transitions become important for dc transport at finite temperature. (c) Dynamical conductivity of pristine graphene within the Dirac-cone approximation at $T = 0$ and $T > 0$. At $T = 0$ interband transitions lead to a universal finite conductivity of $\sigma_0 = \pi e^2/2h$. For $T > 0$ a Drude peak emerges due to intraband transitions, with a Drude weight $D \propto T$. For visual frequencies $\omega_{vis}$ the optical conductivity still is of order $\sigma_0$.

Theoretical work on transport in graphene comprises studies of charged-impurity scattering, as reviewed in Ref. [177], alternative sources of disorder [178], and also the
crossover between low- and high-density regimes. More recent studies focused on ballistic or diffusive transport. Unresolved problems remain in particular in the low-density regime, which is relevant for the minimum conductivity problem.

Several theoretical approaches predicted a minimum conductivity of $4e^2/\pi\hbar$ in the absence of disorder. In fact, this limiting value at zero temperature is found if the dc limit first and the zero-disorder limit afterwards. Experiments on both NSG and SG samples show non-universal values of the minimum conductivity. However, a trend is observed that the $T$ dependence of the minimum conductivity is enhanced in clean SG samples as opposed to dirty SG samples or NSG samples. In fact, the minimum conductivity increases upon an increase in temperature, i.e., it behaves as in a semiconductor. In contrast, at sufficiently large finite gate voltages a metallic $T$ dependence of the conductivity is observed, with a linearly increasing resistivity as a function of $T$ and a slope that decreases upon an increase in gate voltage.

Here we present a theory of the dc conductivity based on the Kubo formula. Disorder effects are included by a random chemical potential, which is treated within the coherent-potential approximation (CPA). The associated disorder energy scale $\Gamma$ may itself depend on temperature. We specifically investigate the case of a Lorentzian disorder distribution of width $\Gamma$ ("Lloyd model"), for which the Kubo formula can be evaluated exactly within CPA. At half-filling $\sigma_{dc}$ depends only on the type of disorder distribution and the dimensionless ratio $T/\Gamma$ within the CPA for the Lloyd model. At high temperatures $T/\Gamma \gg 1$ the minimum conductivity increases linearly with $T/\Gamma$. For a temperature-dependent $\Gamma = \Gamma_0 + \alpha T$ the minimum conductivity thus saturates at high temperatures. With this simple ansatz and a choice of typical meV energy scales for $\Gamma$ the $T$ dependence of $\sigma_{dc}$ changes from semiconducting at half-filling to metallic at sufficiently large band filling, with an intermediate density regime where a crossover from metallic to semiconducting behavior is observed in...
the relevant temperature range between 0 and 200 K. Moreover, the experimentally observed behavior with a linearly increasing resistivity at high temperatures in the metallic regime is reproduced by our ansatz, even including the decreasing slope upon increasing the density.

### 7.3 Model and Method

An infinite sheet of pristine graphene is modeled by a tight-binding Hamiltonian with an effective next-neighbor hopping on a honeycomb lattice without impurity scattering and electron-electron interactions. The longitudinal dc conductivity follows from the Kubo formula

$$
\sigma_{dc} = \frac{2\pi e^2}{\hbar^2} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} d\epsilon \tilde{\rho}(\epsilon) [A_\epsilon(\nu) + A_{-\epsilon}(\nu)] A_\epsilon(\nu) \left. \frac{-df_x}{dx} \right|_{x=\nu-\mu},
$$

where \( f_x = (1 + \exp(x/T)) \) is the Fermi-Dirac distribution function \( (k_B = 1) \), \( \mu \) is the chemical potential \( (\mu = 0 \text{ at half-filling}) \), \( \tilde{\rho}(\epsilon) = L^{-1} \sum_k (\partial \epsilon_k / \partial k_x)^2 \delta(\epsilon - \epsilon_k) \), \( L \) is the number of unit cells of the lattice, the integration variables \( \epsilon \) and \( \nu \) are energies and \( A_\epsilon(\nu) = \delta(\epsilon - \nu) \). We use the Dirac cone approximation \( \tilde{\rho}(\epsilon) = \hbar |\epsilon| / 2\pi \) for \( |\epsilon| < \epsilon_{\text{max}} \), where \( \epsilon_{\text{max}} \) is a cutoff energy on the order of the half-bandwidth of graphene. Indeed the Dirac cone approximation for \( \tilde{\rho}(\epsilon) \) gives the exact result for \( \sigma_{dc} \) and is a good approximation even for visual frequencies \([163]\), where the full band structure leads to only weak quadratic corrections to the frequency dependence of the conductivity.

The term in Eq. (7.1) which involves \( A_\epsilon(\nu)^2 \) in the integrand leads to the usual intraband conductivity as in single-band models. It gives rise to a Drude-like contribution, hence an infinite dc conductivity in a perfect conductor. Also in the presence of electron-electron interactions this expression for the intraband conductivity remains correct if the self-energy \( \Sigma(\nu) \) is local and \( A_\epsilon(\nu) = -\text{Im}(\epsilon - \nu - \Sigma(\nu))^{-1}/\pi \) \([189, 190]\).

The second term in Eq. (7.1), involving \( A_\epsilon(\nu)A_{-\epsilon}(\nu) \), appears for a particle-hole
symmetric two-band system. It describes excitations of a particle at energy \( \epsilon \) and a hole at \(-\epsilon\) and accounts for interband transitions. This contribution gives rise to the visual transparency of graphene in the dc limit of the optical conductivity, \( \sigma_0 = \frac{\pi e^2}{2h} \) (see Fig. 7.2c) \[166\]. A detailed derivation of the Kubo formula for the longitudinal conductivity of clean graphene and a discussion of intraband and interband excitations in this case are given in Appendix B.

The presence of disorder complicates the situation considerably. First of all discrete translational invariance is broken, rendering microscopic theoretical approaches much more difficult than in the homogeneous case. Secondly, the precise type of disorder is usually unknown. One standard approach is the Anderson tight-binding model \[191\] with local potential impurities,

\[
H = H_0 + \sum_i V_i n_i, \tag{7.2}
\]

where \( H_0 \) is the tight-binding Hamiltonian for the clean system, \( n_i \) is the local density operator on site \( i \) of the lattice and \( V_i \) is a random variable drawn from some distribution function \( P(V_i) \). Here we do not aim at a full microscopic description of disorder, e.g., in the spirit of a self-consistent diagrammatic treatment of impurity scattering effects \[192\]; in any case it is known that weak localization is suppressed by long-range scattering in graphene \[193\]-\[195\]. Instead we apply the coherent-potential approximation (CPA) \[187\]-\[188\], which is a mean-field approach to determine an effective random medium described by a local self-energy \( \Sigma(\omega) \), which is determined by a self-consistent solution of the CPA equations

\[
\begin{align*}
\bar{G}(\omega) &= G_0(\omega - \Sigma(\omega)), \\
\bar{G}(\omega) &= \tilde{D} \left[ G^{-1}(\omega) \right] = \int dV \frac{P(V)}{G^{-1}(\omega) - V}, \\
G^{-1}(\omega) &= G^{-1}(\omega) + \Sigma(\omega),
\end{align*}
\tag{7.3}
\]

where \( G_0(z) = \int d\omega \rho_{\text{DOS}}(\omega)/(z - \omega) \) is the local Green function of the clean system.
described by $H_0, G(\omega)$ is a dynamical Weiss field and $\tilde{D}[z]$ is the Hilbert transform with respect to the disorder distribution $P$ as defined above.

Within CPA the Kubo formula, Eq. (7.1), provides an the exact equation for the conductivity if one uses $A_\epsilon(\nu) = -\text{Im}(\epsilon - \nu - \Sigma(\nu))^{-1}/\pi$. Moreover, the CPA equations (7.3) can be solved, at least numerically, for an arbitrary disorder distribution. In order to keep the subsequent analysis as simple and transparent as possible, we focus on the specific case of a Lorentzian disorder distribution of width $\Gamma$,

$$P(x) = \frac{1}{\pi \Gamma^2 + x^2}. \quad (7.4)$$

This is the so-called Lloyd model, for which the CPA equations are exactly solvable using $\tilde{D}[z] = (z + i\Gamma)^{-1}$, which yields $\Sigma(\nu) = -i\Gamma$. Hence we obtain for the Lloyd model

$$A_\epsilon(\nu) = \frac{1}{\pi \Gamma^2 + (\epsilon - \nu)^2} \quad (7.5)$$

as the input quantity for Eq. (7.1). $A_\epsilon(\nu)$ can be written in the form $a((\epsilon - \nu)/\Gamma)/\Gamma$, from which it follows that the dc conductivity is only a function of the ratio $T/\Gamma$ for $\mu = 0$ (minimum conductivity, $\sigma_{\text{min}} = \sigma_{\text{dc}}(\mu = 0)$) and of $\mu/\Gamma$ for $T = 0$ (but only if $\mu \ll \epsilon_{\text{max}}$, which is, however, fulfilled in the cited experiments).

The scaling behavior of $\sigma_{\text{min}}$ can be traced to two reasons: (a) the cutoff energy $\epsilon_{\text{max}}$ can be replaced by infinity in the $\epsilon$-integral in Eq. (7.1) and thus does not appear as an additional energy scale, and (b) for dimensional reasons the dc conductivity is universal in the sense that it does not depend on the hopping matrix element $t$ of the underlying two-dimensional tight-binding Hamiltonian and, consequently, not on the Fermi velocity $v_F$. Both reasons are directly related to the linearity of the quasiparticle-energy dispersion in graphene up to energies much larger than the relevant temperatures.

---

2For calculations at finite density the universality in this sense is not given any more, since the density dependence of the chemical potential contains the hopping matrix element $t$. 

In experiments the gate voltage controls the electronic density per area, \( n \), measured from half-filling. For given temperature \( T \), disorder strength \( \Gamma \) and chemical potential \( \mu \) the density is given by

\[
    n = \int_{-\infty}^{\infty} d\omega \rho_{\text{DOS}}(\omega) \left( f_{\omega} - f_{\omega} - \mu \right),
\]

where

\[
    \rho_{\text{DOS}}(\omega) = \frac{4}{\sqrt{3}\pi t^2 A_u} \int_{-\epsilon_{\text{max}}}^{\epsilon_{\text{max}}} d\epsilon |A_\epsilon(\omega)|
\]

is the density of states (for both spins) for the disordered system, \( t = 2.7 \) eV the hopping matrix element of the tight-binding model, \( A_u = 3\sqrt{3} a_0^2/2 \) the size of the unit cell and \( a_0 = 1.42 \times 10^{-10} \) m the interatomic distance on the honeycomb lattice.

### 7.4 Results

We now turn to the discussion of the results for the dc conductivity obtained from the CPA approximation to the Lloyd model. We first keep the disorder strength \( \Gamma \) fixed (temperature-independent) and discuss basic properties of the minimum conductivity and the conductivity at finite chemical potential and zero temperature. We show the density dependence of the conductivity for a typical disorder strength (on the order of meV) and for typical temperatures in the range from 0 K to 200 K. Especially we consider the temperature dependence of the resistivity (inverse of the conductivity) at fixed densities and show that, at high densities, a temperature-independent \( \Gamma \) is insufficient to explain the linear \( T \) dependence of the resistivity observed in experiments. Adding a linear \( T \)-dependent contribution to \( \Gamma \), which should be viewed as a phenomenological parameter, the experimental observation can be matched by our ansatz. Moreover, the observed density dependence of the slope in the \( T \)-linear regime of the resistivity comes out naturally without any additional assumptions. For a selected \( T \)-dependent \( \Gamma = \Gamma_0 + \alpha_1 T \) the minimum conductivity is observed to increase upon an increase in temperature but with a decreasing slope and a saturation
at high temperatures, also in similarity to experiments. Finally, the $T$ dependence of the conductivity is shown, where a density-dependent crossover from metallic behavior ($d\sigma_{dc}/dT < 0$) at low $T$ to semiconducting behavior ($d\sigma_{dc}/dT > 0$) at high $T$ is observed.

The minimum conductivity $\sigma_{min}$ as a function of $T/\Gamma$ for the Lloyd model with disorder strength $\Gamma$ is shown in the left diagram in Fig. 7.2. For $T/\Gamma \to 0$, $\sigma_{min}$ tends to the limiting value $4e^2/\pi h$. On the other hand $\sigma_{min}$ increases linearly with $T/\Gamma$ for $T/\Gamma \gg 1$,

$$\sigma_{min} = \frac{e^2}{\hbar} \left( 2 \ln(2) \frac{T}{\Gamma} + O \left( \frac{\Gamma}{T} \right) \right).$$

(7.8)

In order to provide a better understanding of the physical processes involved we discuss the relevant contributions to $\sigma_{min}$. First of all we note that the clean case at zero temperature, where the limits $\Gamma \to 0$ and $T \to 0$ are both taken before the dc limit, is not recovered by our theory for $\sigma_{dc}$. Recall that at zero temperature intraband excitations are blocked since the valence band is completely filled and the conduction band is completely empty. Thus only interband excitations occur, leading to $\text{Re} \, \sigma(\omega \to 0) = \sigma_0 \ [163]$ (see Fig. 7.1 and Appendix B). Our theory, on the other
hand, is rather tailored to describe dc measurements, for which the dc limit must be taken first, and which are in addition always performed at finite $T$.

At finite temperature thermally excited particles in the conduction band render intraband particle-hole excitations possible, leading to a non-zero Drude weight (Fig. 7.2 c) and thus an infinite $\sigma_{dc}$ (for $\Gamma \to 0$, thus $T/\Gamma \to \infty$), while interband low-energy excitations are blocked by thermally occupied states in the conduction band. Upon an increase in the disorder strength $\Gamma$ the minimum conductivity decreases, and for $T/\Gamma \to 0$ both intraband and interband excitations contribute equally to $\sigma_{\text{min}} = \sigma_{\text{dis}}$ (disordered limit). Viewed as a function of temperature for fixed $\Gamma$ the minimum conductivity is semiconducting, i.e., $d\sigma_{dc}/dT > 0$.

At finite chemical potential the interband excitations become less important, and the behavior is determined mostly by intraband excitations. The situation thus resembles more and more the case of a single partially filled band for higher densities, where metallic behavior sets in for sufficiently low temperatures and finite densities, i.e., $d\sigma_{dc}/dT < 0$.

The dc conductivity at $T = 0$ as a function of $\mu/\Gamma$ is shown in the right diagram in Fig. 7.2. It tends to the limiting value $4e^2/\pi h$ for $\mu/\Gamma \to 0$ and increases linearly for $|\mu/\Gamma| \gg 1$ but well below $\epsilon_{\text{max}}/\Gamma$, which is the case for all the densities achieved in experiments. This linear dependence upon the chemical potential for large $|\mu/\Gamma|$ is analytically extracted from the Kubo formula, taking into account intraband excitations only,

$$\sigma_{dc}(\mu, T = 0) \approx \frac{2e^2}{\pi h} \int_{-\infty}^{\infty} d\epsilon |\epsilon| \frac{\Gamma^2}{(\Gamma^2 + (\epsilon - \mu)^2)^2} \approx \left| \frac{\mu}{\Gamma} \right| \frac{e^2}{h}. \quad \text{(7.9)}$$

In the cited experimental literature the conductivity data is shown for fixed densities instead of fixed chemical potential [161][160]. For a fixed value of the disorder strength, $\Gamma = 1$ meV, we therefore show in Fig. 7.3 the dc conductivity and its inverse, the resistivity $\rho$, as a function of density for selected temperatures. Since the
Figure 7.3: Upper diagram: Conductivity as a function of density for the indicated temperatures for temperature-independent $\Gamma$. Lower diagram: Same data as in the upper diagram, but resistivity instead of conductivity ($\rho = \sigma_{dc}^{-1}$).
density depends quadratically on the chemical potential for \( \mu/\Gamma \gg 1 \) and \( \sigma_{dc} \) depends linearly on \( |\mu/\Gamma| \) in this limit and at zero temperature, the low-temperature conductivity increases like \( \sqrt{n} \) at high densities. In fact a sublinear density dependence of the conductivity is reported also in Ref. [160].

In Ref. [161] a linear increase of the resistivity as a function of temperature at elevated temperatures was observed for high densities. For a temperature-independent \( \Gamma \), \( \sigma_{dc} = |\mu/\Gamma| \, e^2/h \) for large \( |\mu/\Gamma| \), and the temperature dependence of the chemical potential for a fixed density is \( \mu = \mu(T = 0) + \mathcal{O}(T^2) \) (like for the standard Fermi gas). Hence, for a fixed density \( \sigma_{dc}(T) = \sigma_{dc}(T = 0) + \mathcal{O}(T^2) \) and thus \( \rho = \rho(T = 0) + \mathcal{O}(T^2) \). Following this argument a linear dependence of \( \rho \) on temperature requires a temperature-dependent \( \Gamma \) within our ansatz. In fact, a linearly increasing resistivity at high densities naturally occurs for a \( T \)-dependent \( \Gamma \) with \( \Gamma = \Gamma_0 + \alpha_1 T \),

\[
\rho \approx \frac{\Gamma \, h}{\mu \, e^2} = \frac{\Gamma_0 \, h}{\mu \, e^2} + \frac{\alpha_1 \, T \, h}{\mu \, e^2}. \tag{7.10}
\]

Note that \( \mu \) depends not only explicitly on temperature, but also implicitly via the \( T \)-dependent \( \Gamma \). For very large fillings, however, this implicit \( T \) dependence is negligible. In fact also the explicit \( T \) dependence is very weak since it scales like the ratio of temperature to Fermi energy, which is very small for the relevant temperatures.

The density dependence of the resistivity for the selected \( T \)-dependent disorder strength is shown in the upper diagram of Fig. 7.4. For moderate temperatures, below 200 K, the linearity of the resistivity is presented in the lower diagram of Fig. 7.4. In fact from Eq. (7.10) one can also see that the slope in the linear regime is proportional to \( \alpha_1/\mu \), and since \( \mu \propto \sqrt{n} \) the slope decreases like \( 1/\sqrt{n} \). For very large temperatures (well above 200 K for sufficiently large densities, but below 200 K for moderate densities) there is a deviation from the linear behavior, and the resistivity decreases again since also interband excitations contribute.

The anticipated crossover from metallic behavior at finite densities and low tem-
Figure 7.4: Upper diagram: Resistivity as a function of density for the indicated temperatures. Lower diagram: Resistivity difference with respect to values at 10 K as a function of temperature for the indicated densities. The dashed lines are linear fits for the data points between 100 K and 200 K.
Figure 7.5: Upper diagram: Conductivity as a function of temperature for the indicated densities and $T$ dependence of $\Gamma$. Lower diagram: Temperature dependence of the minimum conductivity.
temperatures to semiconducting behavior at elevated temperatures is shown in the upper diagram of Fig. 7.3. The crossover temperature is zero at zero density, since the minimum conductivity increases with temperature for all temperatures, and increases upon an increase in the density. In fact, for the selected temperature dependence of $\Gamma$ the behavior is always metallic below 200 K for densities larger than $8 \times 10^{10}/\text{cm}^2$.

The temperature dependence of the minimum conductivity for the same $T$-dependent $\Gamma$ is shown in the lower diagram of Fig. 7.5. Here a sublinear $T$ dependence of $\sigma_{\text{min}}$ is observed for elevated temperatures. Indeed, the curvature of $\sigma_{\text{dc}}$ changes sign at an intermediate temperature depending on the relative sizes of $\Gamma_0$ and $\alpha_1$. An increasing $\sigma_{\text{min}}$ as a function of temperature with a sublinear behavior at elevated $T$ yet below 200 K is also observed in experiments [161, 160].

### 7.5 Summary and Discussion

To summarize, we have presented a phenomenological theory of the temperature dependence of the dc conductivity of graphene at zero and finite particle densities including potential disorder in a coherent-potential approximation (CPA). To be specific we have chosen a Lorentzian disorder distribution (“Lloyd model”), which has the advantage that the CPA equations are exactly solvable in this case. Our approach recovers well-established limits in the clean case and at the same time enables a better understanding of the remarkable transport properties of graphene. Especially an enhanced $T$ dependence of the minimum conductivity in cleaner SG samples is explained, and we find $\sigma_{\text{min}} \propto T/\Gamma$ for $T/\Gamma \gg 1$. As a consequence we expect a very steep increase of $\sigma_{\text{min}}$ with temperature in even cleaner samples [159]. Moreover we have shown that the observed linearly increasing resistivity as a function of temperature at high densities and the density dependence of the slope are explained.

---

3 The method is not restricted to the Lloyd model, however, and it may be interesting to compare our results with results for other disorder distributions.
by a temperature-dependent $\Gamma = \Gamma_0 + \alpha_1 T$. This phenomenologically determined $T$ dependence of $\Gamma$ suggests the existence of at least two sources for scattering in suspended graphene. The constant $\Gamma_0$ points to static disorder due to impurities, whereas the $T$-linear part $\alpha_1 T$ suggests scattering off a thermally excited perturbation. One obvious possibility is a ripple-related mechanism, since ripples are thermally excited in suspended graphene. In fact, even the linear $T$ dependence of the scattering rate could be explained within the ripple scenario \cite{174}.

In this work we have investigated the role of disorder, as described by an Anderson impurity model with a phenomenological disorder strength, as a source for scattering in graphene. As pointed out in Ref. \cite{176}, it is essential to understand which additional extrinsic effects mask intrinsic properties of graphene, especially the sensitive Dirac fermion physics at the neutrality point. Possible extrinsic perturbations are the influence of metal contacts via contact resistance, spurious chemical doping into the contact regions, or macroscopic charge inhomogeneity on length scales reaching the sample size. Such effects need to be added to the picture in order to gain a full understanding of the unusual transport properties of graphene especially at the charge-neutrality point. Also improved techniques for the doping of graphene using organic molecules \cite{197} may help to unveil its intrinsic transport properties. Further theoretical and experimental activity should clarify these aspects so that graphene can fulfill its promise as a basis of future electronic devices.
Chapter 8
Outlook

Electronic correlations are at the heart of many fascinating phenomena and keep challenging our theoretical understanding. New or improved methods to qualitatively and even quantitatively capture correlation effects help us understand the intriguing effects in many materials. Dynamical-mean field methods, as applied in this Thesis, are tailored to investigate correlated electron systems.

As an example, the difference between the electron- and hole-doped cuprates was only recently traced to the difference in the strength of electronic correlations using LDA+DMFT 198. It turned out that the electron-doped materials are less strongly correlated, and that their parent compounds are Slater insulators, which owe their insulating behavior to the opening of a gap due to long-range magnetic order, rather than Mott insulators, in which correlations are strong enough to open a gap even in the absence of magnetic order. Simultaneously, the synthesis of an “ambipolar” cuprate material allowed for a direct comparison between electron and hole doping in the same compound. Here the asymmetry in transport measurements was indeed related to a difference in the nature of the antiferromagnetic ground states on the electron- and hole doped sides 199.

Investigations of new materials are therefore guided by basic questions that can be answered by correlated electron theorists: What is the band structure? How strong
are correlations? What is the symmetry of the superconducting order parameter? Which magnetic ordering patterns occur? How conventional or unconventional is the normal-conducting state? The latter question is related to the observation of pseudogap behavior and the notion of a “strange metal”\textsuperscript{201} in the cuprates. As shown in this Thesis unconventional metallic phases can be observed in a wide parameter regime in low-dimensional correlated systems.

Not only theoretical investigations but possibly also studies of ultracold atomic or molecular Fermi gases, that can be viewed as experimental realizations\textsuperscript{1} of theoretical models, may provide insight into these questions. Only recently pseudogap behavior above the superfluid transition temperature was claimed to be observed in experiments on cold atoms\textsuperscript{202}.

Of special interest are superconducting materials that come in families, like the cuprates or the ferropnictides\textsuperscript{203}. It has been appreciated that unconventional superconductivity is likely caused by an electronic pairing mechanism\textsuperscript{204}, and that the pairing symmetry is sensitive not only to the momentum dependence of the pairing interaction, but also to the band structure and especially to the topology as well as the orbital composition of the Fermi surface. Especially since the discovery of superconductivity in the ferropnictides, which are multiband systems with disconnected Fermi surface sheets made up of a variety of orbitals, it is natural to ask what influence a more complicated band structure has on the superconducting and magnetic properties.

Moreover, insights about multiband systems gained from the recent interest in the pnictides may in turn help to learn more about the seemingly well-studied cuprates. For example, a two-orbital model for the cuprates including the Cu-$d_{x^2}$ orbitals in

\textsuperscript{1}The interpretation of ultracold gases in terms of many-body models like the Hubbard model is not straightforward. It is in fact difficult to extract the relevant parameters and to construct an appropriate Hamiltonian with the correct interactions. A major advantage of cold gases is that the model parameters can be tuned more easily than in a solid. For a review see Ref. 201.
addition to the $d_{x^2-y^2}$ orbitals explains why the single-layer Hg compound has a considerably different superconducting critical temperature than the La compound \[205\]. Here the influence of orbital contributions to the Fermi surface, rather than the mere shape of the Fermi surface, was identified as an important factor, and that strong admixtures of $d_{z^2}$ orbital content to the mainly $d_{x^2-y^2}$-derived band crossing the Fermi surface were found to be counteracting superconductivity in the La compound.

The theoretical study of multiband systems is of course more complicated than the study of the simpler one-band Hubbard model. For low-dimensional multiband systems it is desirable to combine band structure calculations with cluster DMFT to treat multiband and non-local correlation effects, and to capture unconventional pairing symmetries in a multiband model.

To illustrate how new states of matter may arise in multiband models, pairing in a two-band model is studied within BCS theory \[204\]. In a simple setup the coupled gap equations are derived for pairing interactions $V^{ij}_{kk'}$ (for the notation see Section 3.5.1) between Cooper pairs in bands $i$ and $j$, each of which is made up of electrons in the same band.\[2\] The coupled gap equations read

$$
\Delta_1(k) = -\sum_{k'} \left( V^{11}_{kk'} \frac{\Delta_1(k')}{2E_1(k')} \tanh \frac{\beta E_1(k')}{2} + V^{21}_{kk'} \frac{\Delta_2(k')}{2E_2(k')} \tanh \frac{\beta E_2(k')}{2} \right), \tag{8.1}
$$

$$
\Delta_2(k) = -\sum_{k'} \left( V^{22}_{kk'} \frac{\Delta_2(k')}{2E_2(k')} \tanh \frac{\beta E_2(k')}{2} + V^{12}_{kk'} \frac{\Delta_1(k')}{2E_1(k')} \tanh \frac{\beta E_1(k')}{2} \right), \tag{8.2}
$$

with order parameters $\Delta_i(k)$ and dispersions $E_i(k) = \sqrt{\epsilon_i(k)^2 + \Delta_i(k)^2}$ for band $i = 1, 2$.

Fascinating new order parameter symmetries may indeed be stabilized by a more complicated topology of the Fermi surface with disconnected sheets. As an example, a time-reversal symmetry breaking $s+id$-wave pairing state \[206\] is possible in a system with Fermi surface pockets around the $(0,0)$ and $(\pi,\pi)$ points. We have conducted

---

\[2\] In principle, also interband pairing is possible.
first mean-field studies which show that transitions from $d$-wave via $s+id$ to extended $s$-wave behavior can be investigated even in a simple two-band model with two square lattice sheets coupled by a hybridization $V$. Within the BCS approach, a non-local attractive pairing interaction (see Eq. (3.55)) indeed favors various order parameter symmetries depending on the topology of the Fermi surface, which is controlled by the interlayer hybridization. Further research in this direction, including realistic band structures and methods going beyond BCS theory, is a challenging and fascinating goal for the future.

In addition to the development of more refined and efficient numerical methods, a thorough understanding of emergent phenomena also demands progress regarding analytical techniques. The formulation of a mean-field theory of unconventional superconductivity in the repulsive Hubbard model still is an open problem, for example. As shown in this Thesis, even the two-dimensional one-band Hubbard model at half-filling is still not completely understood. In fact, while renormalized mean-field treatments have been undertaken \cite{75}, a simple Hartree-Fock like decoupling for non-local superconducting states has not been achieved yet. In particular for weak interactions such a decoupling would be helpful to understand the observed superconducting and non-Fermi liquid states (see Chapter \ref{chap:5}) more intuitively. So far a mean-field decoupling based on a transformation to bond operators has been performed for the Heisenberg and $t$-$J$ models \cite{207, 208}. For the Hubbard model, however, such an approach is much more difficult to accomplish due to the larger Hilbert space. Also the bond operator method has the disadvantage that it is naturally built for models with spontaneous or explicit bond-centered order, as in spin Peierls systems. Perhaps a conveniently chosen set of unitary transformations, similar to the Schrieffer-Wolff transformation, may allow for a mean-field decoupling with superconducting pair fields in the repulsive Hubbard model.

Finally the theoretical modeling of interfaces and heterostructures of correlated
materials requires the adaption of dynamical mean-field methods to inhomogeneous systems, an approach which is referred to as real-space dynamical mean-field theory (R-DMFT) \[209, 210\]. R-DMFT has already been used to study the penetration of a metal into a Mott insulator via the Kondo effect \[210\] or the emergence of a metallic state at the interface between a band insulator and a Mott insulator \[211\]. Certainly the combination of the variety of possible quantum states, collective phenomena and ordering patterns, which already appear in correlated bulk materials, with new effects specific to interfaces \[212\] poses grand challenges, but also offers great opportunities \[213\]. It is therefore highly desirable to understand correlation effects in inhomogeneous model systems and to go beyond studies of simplified models to incorporate the complex characteristics of real materials.
Appendix A
Analytic Continuation of QMC Data

Solutions to the DMFT equations in this thesis were obtained using the CTQMC impurity solver (see Chapter [3]). In some parts of this work local correlation functions, namely the single-particle Green function

$$G(\tau) = -\langle T_{\tau} c(\tau) c^\dagger(0) \rangle_{S_{\text{eff}}}$$  \hspace{1cm} (A.1)

and the spin-spin correlation function

$$\chi(\tau) = \langle S_z(\tau) S_z(0) \rangle_{S_{\text{eff}}}$$  \hspace{1cm} (A.2)

were analytically continued to the real-frequency axis. The analytical continuation, which is a difficult and in principle ill-conditioned problem, yields estimates of the spectral function

$$A(\omega) = -\frac{1}{\pi} \text{Im} G(\omega + i0^+)$$  \hspace{1cm} (A.3)

and the imaginary part of the spin susceptibility

$$\text{Im} \chi(\omega) = \text{Im} \chi(i\omega \rightarrow \omega + i0^+)$$  \hspace{1cm} (A.4)

These quantities were used to extract the charge and spin gaps in Chapter 4 and the nuclear spin-lattice relaxation rate in Chapter 6.

To this end a maximum entropy (MaxEnt) method, as described in Refs. [39, 51], was employed. The basic problem of analytic continuation consists in inverting the
relation (given here for $G$)

$$G(\tau) = \int_{-\infty}^{\infty} \frac{\exp(-\tau \omega)}{1 + \exp(-\beta \omega)} A(\omega), \quad (A.5)$$

with the fermionic kernel

$$K(\tau, \omega) = \frac{\exp(-\tau \omega)}{1 + \exp(-\beta \omega)}. \quad (A.6)$$

The QMC data for $G(\tau)$ are given as $N_d$ measurements at $A$ points on a $\tau$ grid, i.e., $G_l \equiv G(l \Delta \tau)$ with $0 \leq l < A$. For simplicity we assume that the measurements are independent both in imaginary time (no autocorrelation between adjacent time slices) and in computer time (no autocorrelation between subsequent measurements), the latter of which is assured by binning a large number of subsequent measurements and performing the maximum entropy method for the binned variables. If we further assume that the statistical errors are distributed according to a Gaussian distribution, the probability for the measured values $\bar{G} \equiv \{\bar{G}_l\}$, $\bar{G}_l = \sum_{i=1}^{N_d} G_l^{(i)}$, to be observed given the “true” spectrum $A$ is

$$P(\bar{G}|A) \propto e^{-\frac{1}{2} \chi^2[\bar{G}, A]}, \quad \chi^2[\bar{G}, A] = \sum_{l=0}^{A-1} \frac{\bar{G}_l - G_l}{\sigma_l^2}, \quad (A.7)$$

where $\sigma_l^2 \approx \sum_{i=1}^{N_d} (\bar{G}_l - \bar{G}_l^{(i)})^2 / (N_d(N_d - 1))$ is estimated from the data.

In order to find the most probable spectrum given the measured $G$ one makes use of Bayes’ theorem,

$$P(A|\bar{G}) = P(\bar{G}|A)P(A)/P(\bar{G}). \quad (A.8)$$

The two unknown quantities are $P(\bar{G})$, which is constant for given data and independent of $A$, and $P(A)$, the probability of a spectrum $A$ in the absence of any data. In order to estimate $P(A)$ one makes an entropic ansatz,

$$P(A) = e^{\alpha S[A(\omega), m(\omega)]}, \quad (A.9)$$
where $\alpha$ is a Lagrange parameter, $m$ is a default model (which may contain prior knowledge about the spectrum) and $S$ is a generalized Shannon-Jaynes entropy,

$$S[A, m] = \int_{-\infty}^{\infty} d\omega \left( A(\omega) - m(\omega) - A(\omega) \ln \left( A(\omega)/m(\omega) \right) \right).$$  \hfill (A.10)

The entropy has a maximum value of 0 when $A = m$, and it is the more negative the more the spectrum $A$ differs from the default model $m$. The posterior probability $P(A|\bar{G}, m, \alpha)$ is then given by

$$P(A|\bar{G}, m, \alpha) \propto e^{\alpha S[A(\omega), m(\omega)] - \frac{1}{2} \chi^2[G,A]}.$$ \hfill (A.11)

Numerically one may use different algorithms to obtain the most probable spectrum. A simple MaxEnt program searches for the spectrum $A$ with maximum probability for given $\alpha$ and searches for the best value of $\alpha$ to find a balance between a good match of data and a high entropy, e.g., the value with the highest probability $P(A|\bar{G}, m, \alpha)$ (classic MaxEnt) or chosen such that $\chi^2 = \Lambda$ (historic MaxEnt).

In practice the MaxEnt procedure should be repeated for different default models (e.g., Gaussian and flat default models) and for different subsets of data (if one has enough measurements). Also one may increase the measured error bars $\sigma_i$ by hand and check how robust the features in $A$ really are. The Green function is typically measured on 1000 time slices in CTQMC in order to simplify the Fourier transformation needed during the DMFT self-consistency cycle. For the MaxEnt procedure data points may be skipped in order to avoid numerical problems \cite{51}, so that 100-200 time slices are used in MaxEnt. As an example, we show in Fig. A.1 the dependence of the spectrum on the size of the error bars for data obtained in the Mott insulating phase of the $\kappa$-Cl model introduced in Chapter 6. Clearly the basic features of the spectrum are robust with respect to the different error bars, such as the energy gap, the lower and upper Hubbard bands and the sharp peak just below zero energy.
The analytical continuation of spin-spin correlation functions is analogous to the algorithm for the Green function, albeit with a bosonic instead of the fermionic kernel,

\[ \chi(\tau) = \int_0^\infty \frac{\omega (\exp(-\tau \omega) + \exp(-(\beta - \tau)\omega)) \text{Im} \chi(\omega)}{1 - \exp(-\beta \omega)} \cdot \frac{\omega}{\omega}. \] (A.12)

Here it is more convenient to divide the dynamic susceptibility by \( \omega \) so that the spectral density \( \text{Im} \chi(\omega)/\omega \) is positive definite and the kernel

\[ K(\tau, \omega) = \frac{\omega (\exp(-\tau \omega) + \exp(-(\beta - \tau)\omega))}{1 - \exp(-\beta \omega)}. \] (A.13)

is non-singular at zero frequency.

In contrast to the Green function the spin-spin correlation function is not determined during each iteration of the self-consistency cycle in DMFT but only in the last iteration after convergence is reached. Typically the spin-spin correlation function is measured on \( \Lambda = 100-200 \) time slices. The accurate measurement of the spin-spin
correlation function (two-particle correlation functions in general) is more difficult than for the single-particle Green function, and it is therefore necessary to perform longer QMC runs in order to reduce the size of the error bars.
Appendix B

Electrodynamics on the Honeycomb Lattice

Most of the following calculations have been performed by Armin Seibert during his Fortgeschrittenen-Praktikum in our group. They are quoted here with his permission in order to make contact with the results for disordered graphene in Chapter 7. A derivation of the Kubo formula on the honeycomb lattice will be given, and the resulting dynamical conductivity will be discussed focusing on the dc limit.

We consider a tight-binding Hamiltonian,

\[ H_0 = -t \sum_m \left( a_m^\dagger b_m + a_{m+v_1}^\dagger b_m + a_{m+v_2}^\dagger b_m + \text{h.c.} \right), \]  

which describes electrons hopping on a honeycomb lattice with the hopping amplitude \( t \approx 2.7 \text{ eV} \). The lattice consists of two triangular sublattices A and B with a lattice constant \( a \), and the interatomic distance is \( a_0 = a/\sqrt{3} \), which is set to unity in the following. We introduce the fermionic operators \( a_{m+v_i}^{(\dagger)} \) and \( b_m^{(\dagger)} \) which annihilate (create) electrons on the respective sublattices A and B in the \( m^{th} \) unit cell, as shown in Fig. B.1. The basis vectors \( \mathbf{v}_{1/2}/a_0 = (3/2, \mp \sqrt{3}/2) \) are also shown in Fig. B.1. Here we suppress the spin degree of freedom for simplicity. It merely doubles the number of states and enters the results as a prefactor of 2 in the conductivity.

The Hamiltonian (B.1) is diagonalized by Fourier transformation and subsequent Bogoliubov transformation. In the diagonal representation with the fermionic opera-
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Figure B.1: Unit cell of the honeycomb lattice with basis vectors \( \mathbf{v}_{1/2} = (3a_0/2, \pm \sqrt{3}a_0/2) \) of the triangular superlattice and the basis vector \( \mathbf{x} = (a_0, 0) \) connecting A and B sublattices. The lattice constant of the triangular superlattice is \( a = \sqrt{3}a_0 \) and \( a_0 = 1 \) (unit length). For the case of graphene one has \( a_0 = 1.42 \times 10^{-10} \) m. The size of the unit cell is \( A_u = 3\sqrt{3}a_0^2/2 \). The fermionic operators \( a_\alpha^\dagger \) and \( b_\beta^\dagger \) create electrons on the sublattices A and B. The current operators \( j_{D,E,F} \) describe charge currents flowing along the respective bonds from the B site to the A sites. Figure created by Armin Seibert.

The fermionic operators \( \alpha_k^\dagger \) and \( \beta_k^\dagger \) the Hamiltonian reads

\[
H_0 = -\sum_k \left( \epsilon_k \alpha_k^\dagger \alpha_k - \epsilon_k \beta_k^\dagger \beta_k \right).
\]  (B.2)

The energy dispersion \( \epsilon_{k,\pm} = \pm \epsilon_k \) is given by

\[
\epsilon_k/t = \sqrt{3 + 2 \cos(\mathbf{k}v_1) + 2 \cos(\mathbf{k}v_2) + 2 \cos(\mathbf{k}v_3)}
= \left[ 1 + 4 \cos\left( \frac{\sqrt{3}}{2} k_y \right) \left( \cos\left( \frac{\sqrt{3}}{2} k_y \right) + \cos\left( \frac{3}{2} k_x \right) \right) \right]^{1/2}.
\]  (B.3)

The dispersion \( \epsilon_{k,\pm} \) vanishes linearly at the corners \((0, \pm \frac{4\pi}{3\sqrt{3}})\) and \((\pm \frac{2\pi}{3\sqrt{3}}, \pm \frac{2\pi}{3\sqrt{3}})\) of the hexagonal Brillouin zone, at the so-called Dirac points, and forms two Dirac cones since the linear slope is rotationally invariant near the Dirac points.

In order to derive the Kubo formula for the dynamical conductivity we define the charge and current density operators on the honeycomb lattice. The charge density
operators on the A and B sites of the lattice are given by

\[ \rho^A_m \equiv \rho(r_m) = e a_m^\dagger a_m, \quad \rho^B_m \equiv \rho(r_m + x) = e b_m^\dagger b_m. \]  

(B.4)

Three current density operators have to be defined for the different kinds of bonds (Fig. B.1), namely

\[ \begin{align*}
    j^D_m &= -\frac{i e t}{\hbar} (a_m^\dagger b_m - b_m^\dagger a_m), \\
    j^E_m &= -\frac{i e t}{\hbar} (a_{m+v_2}^\dagger b_m - b_{m+v_2}^\dagger a_m), \\
    j^F_m &= -\frac{i e t}{\hbar} (a_{m+v_1}^\dagger b_m - b_{m+v_1}^\dagger a_m).
\end{align*} \]  

(B.5)

With this choice of operators the continuity equations for the charge density on the A and B sites, respectively, read

\[ \begin{align*}
    \dot{\rho}^A_m &= -j^D_m - j^E_{m-v_2} - j^F_{m-v_1}, \\
    \dot{\rho}^B_m &= j^D_m + j^E_m + j^F_m.
\end{align*} \]  

(B.6)

In order to derive the Kubo formula for the longitudinal conductivity in the \( x \) direction we need to project the current operators \( j^D_m, j^E_m \) and \( j^F_m \) on the \( x \) axis. The projected current density operator reads

\[ j^x_m = j^D_m - \frac{1}{2} j^E_m - \frac{1}{2} j^F_m. \]  

(B.7)

In the next step we couple the system to an external electromagnetic potential \( \Phi \) such that the corresponding electric field \( E(r) = -\nabla \Phi(r) \) points along the \( x \) direction. After Fourier transformation to \( q \)-space and including a frequency dependence the electric field is thus given by \( E(q, \omega) = E^x(q, \omega) e_x \), where \( e_x \) is a unit vector of length \( a_0 = 1 \) pointing in \( x \) direction. Within linear response theory the current density induced by the electric field is then given by

\[ \langle j^x_q(\omega) \rangle = \frac{\langle K^x \rangle + A_{xx}(q, \omega)}{i(\omega + i0^+)} E^x(q, \omega). \]  

(B.8)
Here $E^x(q, \omega)$ is the electric field in $x$ direction, and the prefactor

$$\sigma_{xx}(q, \omega) = \frac{\langle K^x \rangle + A_{xx}(q, \omega)}{i(\omega + i0^+)}$$

is identified as the $q$-dependent dynamical conductivity. Here

$$K^x = \frac{-2te^2}{A_u Nh^2} \sum_m (a^\dagger_m b_m + \frac{1}{4} (a^\dagger_{m+v_1} b_m + a^\dagger_{m+v_2} b_m) + \text{h.c.})$$

(B.10)

denotes the kinetic energy density operator in $x$ direction and

$$A_{xx}(q, \omega) = \frac{2i}{A_u Nh} \int_0^\infty dt \langle [j_{x,q}(t), j_{x,-q}(0)] \rangle e^{i(\omega + i0^+)t}$$

(B.11)

is the current-current correlation function, with $N$ the number of unit cells and $A_u = 3\sqrt{3}a_0^2/2$ the area of the unit cell. The prefactor of 2 in (B.10) and (B.11) accounts for the spin degree of freedom, which was omitted in the Hamiltonian (B.1).

The dynamical conductivity is measured in the long-wavelength limit $q \to 0$, $\sigma_{xx}(\omega) = ((\langle K^x \rangle + A_{xx}(\omega))/(i(\omega + i0^+)))$, where

$$A_{xx}(\omega) = \frac{i\beta e^2 t^2}{A_u Nh^2} \sum_k \left( \delta(h\omega - 2\epsilon_k) - \delta(h\omega + 2\epsilon_k) + \right.$$

$$+ \frac{1}{h\omega + 2\epsilon_k} - \frac{1}{h\omega - 2\epsilon_k} \right) J^x_k g(\epsilon_k)$$

(B.12)

at temperature $T$ and chemical potential $\mu$, and $g(\epsilon) = \tanh[(\epsilon-\mu)/(2k_BT)] + \tanh[(\epsilon+\mu)/(2k_BT)]$. The real part of $\sigma_{xx}(\omega)$ thus has the well-known form expected for a tight-binding model without electron-electron or impurity scattering [214],

$$\text{Re } \sigma_{xx}(\omega) \equiv D \delta(\omega) + \sigma^{\text{reg}}(|\omega|),$$

(B.13)

where we have introduced the Drude weight

$$D = \frac{2\pi e^2 t}{A_u Nh^2} \sum_k g(\epsilon_k) \left( \xi^x_k - \frac{t J^x_k}{\epsilon_k} \right),$$

(B.14)
the regular part (for \( \omega > 0 \))

\[
\sigma_{\text{reg}}(\omega) = \frac{\pi e^2 t^2}{A_u N \hbar^2 \omega} g \left( \frac{\hbar \omega}{2} \right) \sum_k \delta \left( \frac{\hbar \omega}{2} - \epsilon_k \right) J_{x_k}^2,
\]

(B.15)

and the vertex functions

\[
J_{x_k} = \frac{t}{\epsilon_k} \left( 1 + \cos(\sqrt{3}/2 k_x) \cos(\frac{1}{2} k_y) - 2 \cos^2(\frac{1}{2} k_y) \right),
\]

(B.16)

\[
\xi_{x_k} = \frac{t}{\epsilon_k} \left( 1 + \frac{5}{2} \cos(\sqrt{3}/2 k_x) \cos(\frac{1}{2} k_y) + \cos^2(\frac{1}{2} k_y) \right)
\]

(B.17)

Interestingly the limits \( T \to 0 \) and \( \omega \to 0 \) do not commute, because the factor \( g(\hbar \omega/2) \) in B.15 is nonzero if the limit \( T \to 0 \) is taken first but zero if \( \omega \to 0 \) is taken first.

For the thermodynamic limit we replace the \( k \)-summation by an integral over the Brillouin zone, \( \frac{1}{N} \sum_k \to \int \frac{d^2k}{F_{\text{BZ}}} \), where \( F_{\text{BZ}} = 8 \pi^2 / (3 \sqrt{3}) \) is the area of the Brillouin zone. The resulting dynamical conductivity is shown in Fig. B.2.

![Figure B.2: Regular part of the dynamical conductivity on the honeycomb lattice at the indicated temperatures. At zero temperature the dc limit is \( \pi e^2 / 2h \), whereas it vanishes at finite temperatures. Inset: Temperature dependence of the Drude weight. It vanishes at zero temperature and increases linearly upon an increase in \( T \). Thus the dc conductivity of clean graphene is \( \pi e^2 / 2h \) at \( T = 0 \), and it is infinite at finite \( T \). Figure created by Armin Seibert.](image-url)
The dc conductivity of clean graphene at zero temperature, where the Drude weight vanishes, is \( \sigma_{dc} \equiv \sigma_{\text{reg}}(\omega \to 0) \). In order to compare our result with previous theoretical calculations \[163\], we calculate the zero-frequency limit of the dynamical conductivity at \( T = 0 \) analytically from (B.15). This is achieved by expanding the \( k \)-dependent functions \( J^x_k \) and \( \epsilon_k \) around the Dirac points and performing the integration over the expanded integrand.

Near the Dirac points the dispersion is linearized,

\[
\epsilon_{kD+p} \approx \frac{\sqrt{3}}{2} p, \tag{B.18}
\]

where \( k_D \) is one of the two Dirac points mentioned below \[B.3\]. The vertex function \( J^x_{kD+p} \) is also expanded near the Dirac points,

\[
J^x_{kD+p} \approx \frac{4}{3p^2} \frac{27}{16} p^2. \tag{B.19}
\]

This leads to

\[
\sigma_{\text{reg}}(\omega \to 0) = \frac{6\pi^2 e^2}{h A_y F_{\text{BZ}}} \int_0^{2\pi} d\phi \sin^2 \phi, \tag{B.20}
\]

where we have introduced polar coordinates and include a factor of 2 to account for the valley degree of freedom, i.e., the fact that both Dirac points give the same contribution to the conductivity. The zero-frequency limit of the regular part of the conductivity at zero temperature and half-filling is thus given by

\[
\sigma_{dc} \equiv \sigma_{\text{reg}}(\omega \to 0) = \frac{\pi e^2}{2 \hbar}. \tag{B.21}
\]

Note that the dc conductivity has the form \( \sigma_{dc} = g_{\text{dof}}(\pi/8)e^2/h \), with \( g_{\text{dof}} = 4 \) the number of degrees of freedom (spin and valley degeneracy). Indeed the numerical prefactor \( \pi/8 \) is universal for non-interacting two-dimensional systems with a linear energy dispersion at low excitation energies. For bosons at the superfluid-insulator transition \[215, 216\] the same prefactor \( \pi/8 \) is found within the Gaussian approximation. Similarly for a Heisenberg antiferromagnet with rotationally invariant exchange
coupling the dc spin conductivity is obtained as $\sigma_s = \pi/8 \times (g\mu_B)^2/h$ within linear spin-wave theory [217].

We also point out that the electrodynamics of non-interacting electrons on the disorder-free honeycomb lattice classifies the system as a non-ideal conductor even though there are no impurities. Consider the local (momentum-integrated) dielectric response function

$$\epsilon(\omega) = 1 + 4\pi i \frac{\sigma(\omega)}{\omega}, \quad (B.22)$$

$$\text{Re } \epsilon(\omega) = 1 - 4\pi \frac{\text{Im } \sigma(\omega)}{\omega}, \quad (B.23)$$

$$\text{Im } \epsilon(\omega) = 4\pi \frac{\text{Re } \sigma(\omega)}{\omega}. \quad (B.24)$$

According to Ref. [218], a generalized scheme for the classification of insulators, non-ideal conductors and conductors is shown in Table B.1. On the honeycomb lattice the Drude weight vanishes at $T = 0$ (see inset in Fig. B.2). At the same time the localization length diverges, since the integral over $\text{Re } \sigma(\omega)/\omega$ diverges due to the finite zero-frequency limit of $\text{Re } \sigma$. Thus the vanishing Drude weight indicates the absence of perfect conduction, yet the quasiparticles are delocalized. Similarly, the dielectric response function shows insulating behavior with a finite real part at zero frequency, but also conducting behavior with a diverging instead of zero imaginary

<table>
<thead>
<tr>
<th>Classification</th>
<th>Drude weight $D$</th>
<th>Localiz. length $\sim \int_0^\infty d\omega \frac{\text{Re } \sigma(\omega)}{\omega}$</th>
<th>$\text{Im } \sigma(\omega)$, $\omega \to 0^+$</th>
<th>$\text{Re } \epsilon(0^+)$</th>
<th>$\text{Im } \epsilon(0^+)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Insulator</td>
<td>Zero</td>
<td>Finite</td>
<td>$\sim \omega$</td>
<td>Finite</td>
<td>Zero</td>
</tr>
<tr>
<td>Non-Ideal Conductor</td>
<td>Zero</td>
<td>Infinite</td>
<td>$\sim \omega$</td>
<td>Finite</td>
<td>Infinite</td>
</tr>
<tr>
<td>Ideal Conductor</td>
<td>Finite</td>
<td>Infinite</td>
<td>$\sim D/\omega$</td>
<td>Infinite</td>
<td>Infinite</td>
</tr>
</tbody>
</table>

**Table B.1:** Classification of insulators, non-ideal and ideal conductors at $T = 0$ in terms of response functions.
part. Hence the linear energy dispersion and the two-dimensionality indeed render
the system an “in-between” — neither an insulator with a full gap nor a metal.

We now turn to the connection of the above derivation with the calculations
presented for disordered graphene in Chapter 7. Starting from the representation of
the longitudinal conductivity as a convolution of Green functions \( G_n(i\omega_n + i\nu) + G_{-\epsilon}(i\omega_n + i\nu) \) \( G_{\epsilon}(i\omega_n) \),

\[
\sigma(i\nu) = \frac{2e^2}{\nu \pi \hbar^2} \int_{-\infty}^{\infty} d\epsilon \rho(\epsilon) \sum_{n} [G_{\epsilon}(i\omega_n + i\nu) + G_{-\epsilon}(i\omega_n + i\nu)] G_{\epsilon}(i\omega_n),
\]

which is valid for non-interacting electrons described by a tight-binding model or for
interacting electrons if vertex corrections may be neglected. Here we have already
assumed the band structure of graphene, with the valence and conduction bands as
introduced in Chapter 7 and \( \rho(\epsilon) = \sum_k (\partial\epsilon_k/\partial k_x)^2 \delta(\epsilon - \epsilon_k) \approx \hbar|\epsilon|/2\pi \) for \( |\epsilon| < \epsilon_{\text{max}} \)
in the Dirac cone approximation, where \( \epsilon_{\text{max}} \) is a cutoff energy on the order of the
half-bandwidth of graphene. Analytical continuation of Eq. (B.25) leads to

\[
\text{Re} \sigma(\omega) = \frac{2\pi e^2}{\hbar^2} \int_{-\infty}^{\infty} d\epsilon \rho(\epsilon) \int_{-\infty}^{\infty} d\nu [A_{\epsilon}(\nu + \omega) + A_{-\epsilon}(\nu + \omega)] A_{\epsilon}(\nu) \frac{f_{\nu-\mu} - f_{\omega+\nu-\mu}}{\omega}.
\]

where \( f_x = (1 + \exp(x/T)) \) is the Fermi-Dirac distribution function \( (k_B = 1) \) and \( \mu \)
is the chemical potential. In the dc limit \( (\omega \rightarrow 0) \), one directly obtains Eq. (B.14),

\[
\sigma_{\text{dc}} = \frac{2\pi e^2}{\hbar^2} \int_{-\infty}^{\infty} d\nu \int_{-\infty}^{\infty} d\epsilon \rho(\epsilon) [A_{\epsilon}(\nu) + A_{-\epsilon}(\nu)] A_{\epsilon}(\nu) \frac{-df_x}{dx} \bigg|_{x=\nu-\mu}.
\]

We now show the equivalence of Eq. (B.13) and Eq. (B.26), considering the in-
traband \( (A_{\epsilon}(\nu + \omega)A_{\epsilon}(\nu)) \) and interband \( (A_{-\epsilon}(\nu + \omega)A_{\epsilon}(\nu)) \) contributions separately.
The intraband contribution for clean graphene \( A_\epsilon(\nu) = \delta(\epsilon - \nu) \) is given by

\[
\text{Re} \sigma_{\text{intra}}(\omega) = \frac{2\pi e^2}{\hbar^2} \int_{-\infty}^{\infty} d\epsilon \, \tilde{\rho}(\epsilon) \int_{-\infty}^{\infty} d\nu \, \delta(\epsilon - \nu - \omega) \frac{f_{\nu - \mu} - f_{\omega + \nu - \mu}}{\omega} \delta(\epsilon - \nu),
\]

which is of the form \( D\delta(\omega) \) with the Drude weight \( D \) given by a formula equivalent to Eq. (B.14). Within the Dirac cone approximation the linearization of \( \tilde{\rho}(\epsilon) \) amounts to linearizing the dispersion according to Eq. (B.18) and approximating the vertex function appearing in Eq. (B.14) according to Eq. (B.19). Similarly, the interband contribution is given by

\[
\text{Re} \sigma_{\text{inter}}(\omega) = \frac{2\pi e^2}{\hbar^2} \int_{-\infty}^{\infty} d\epsilon \, \tilde{\rho}(\epsilon) \int_{-\infty}^{\infty} d\nu \, \delta(-\epsilon - \nu - \omega) \frac{f_{\nu - \mu} - f_{\omega + \nu - \mu}}{\omega} \delta(\epsilon - \nu),
\]

in equivalence to Eq. (B.15) for the regular part of the conductivity. In particular, using \( \tilde{\rho}(\epsilon) \approx \hbar |\epsilon|/2\pi \) and taking the dc limit at \( T = 0 \) one directly obtains \( \sigma_{\text{dc}} = \pi e^2/2\hbar \) in accordance with Eq. (B.21).

Obviously the intraband excitations give rise to the Drude-like contribution leading to an infinite dc conductivity in a perfect conductor. The interband excitations appear in a two-band system, like in graphene, and lead to its visual transparency, for example. For the dc transport in disordered graphene, as discussed in Chapter 7, both contributions become important at low temperatures and near half-filling, i.e., at low densities. However, at high temperatures and high densities dc transport is governed by intraband excitations solely. The introduced classification into valence and conduction bands thus provides a useful terminology, even though it may be
uncommon to deal with bands which are not differentiable manifolds, at least at the Dirac points.
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