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Infinite Square-Weil Potential with a Moving Wall 
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(Received 1 May 1969; revision received 1 July 1969) 

The problern of a. particle in a one-dimensional infinite square-weil potential with one 
wall moving at constant velocity is trea.ted by means of a complete set of functi~ns which 
·are exact solutions of the time-dependent Schrödinger equation. Comparison is made with 
a. first-order perturbation trea.tment, and numerical results are presented for a parlicle initially 
in the ground state. 

INTRODUCTION 

Because of its simplicity, the probJem of a 
particle in a one-dimensional infinite square-weil 
potential with stationary walls is usually one of 
the first examples discussed in a beginning course 
in quantum mechanicH. The slightly more corn­
plicated situation where one of the walls is 
allowed to rnove provides an instructive example 
of a problern with a tirne-dependent potential. 

If the velocity of the moving wall is low, the 
problern can be handled by standard first-order 
tirne-dependent perturbation theory. In addition, 
however, if the velocity of the rnoving wall is 
constant, there exists a set of exact solutions 
which form a convenient basis for discussing the 
behavior for any value of the velocity of the 
rnoving wall. 

L PERTURBATION TREATMENT 

The potential energy function is zero if 0 ~ x ~ 
L(t) and infinite otherwise. The Hamiltonian 
operator is then 

3C = - (Ii,!/ 2m) ( iP / iJ:x'l), O~x~L(t). (1) 

The instantaneous energy eigenfunctions can be 
used as a basis for expanding the wave function, 1 

t/t(x, t) = L b,.(t)u"(x, t) .. 

where 
u"(x, t) = {2/L)112 sin[nrx/L(t)], (3) 

and 
(4) 

1 L. I. Schiff, Quantum MW&anicB (McGraw-Hill Book 
Co., New York, 1968), 3rd ed., Chap. 8. 

Substitution of Eq. (2) into the Schrödinger 
equation, 

XI/I =ifi(iJt/tfiJt), (5) 

rnultiplication by uk (x, t), a.nd integration over the 
interva.l (0, L) yields the equations 

dl>t/dt=- L b,. JL ur.(iJu../iJt)dx 
" 0 

Xexp ( (i/fi) f (Ek-E,.)dT) . (6) 

For the special case 

(dL/dt) =const, (7) 

Eq. (6) becornes 

db,,Jdt= :E b,.[( -1)H"ft][2nk/(n2-k2)] 

ll~k 

(8) 
where 

Ht)=L(t)/Lo, Lo=L(O), (9) 
and 

a= (m/2fi)Lo(dL/dt). (10) 

Negative values of a. correspond to a contracting 
box and positive va.lues to an expanding box. 

So far the treatrnent is exact. The coupled 
Eqs. {8) are equivalent to the tirne-dependent 
Schrödinger Eq. ( 5). The first-order approxima­
tion consists of replacing the b,. ( t) on the right 
side of Eq. (8) by their values a.t t=O. The indi­
cated integration can theri be carried out. Nurner­
ical results are presented in Fig. 1 for I b2 12 as a 
function of L/~ for three different wall velocities 
for the case 

b1(0) = 1 

b,.(O) =0, n~1, (11) 
1246 
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Finally we quote the result for 

' ·2 mw2 2 L= 2mx - -
2
-x -e(t)x (6.41) 

The function f(T) is the same as that given in (6.36), since the function 
e( t) has no effect on j, while the classical action is 

S(xb,tb;xa,ta)= 
2 

r:zw r[(xt+x;)coswT-2xaxb 
smw 

2xb J'b -- e(t)sinw(t-t
0

)dt 
mw 1• 

- "22 e(t)e(s)sinw(tb-t)sinw(s-t
0

)ds-dt . 2 f'bf' ] 
m W 10 10 

(6.42) 

•Beware of misprints in Feynman and Hibbs, Equation 3-62. 
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Brownian parametric quantum oscillator with dissipation 

Christine Zerbe and Peter Hänggi 
Institute of Physics, University of Augsburg, Memmingerstrasse 6, D-86135 Augsburg, Germany 

(Received 4 April 1995) 

We study the quantum ßuctuational properties of a parametric oscillator with and without 
coupling to an Ohrnie environment. After considering the momentum and coordinate variances as a 
function of initial squeezing for the undamped dynamics, we invoke the functional integral method to 
derive the fully exact reduced density matrix for parametric dissipative quantum Brownian motion, 
covering the whole temperature regime from T = 0 up to the classical Iimit at room temperatures. 
Moreover, we present the exact result for the quantum master equation for both the density matrix 
and the corresponding Wigner function. The time evolution of the covariance matrix elements of 
damped quantum ßuctuations is studied numerically. These variances undergo within the regime of 
global stability asymptotic, periodic oscillations. As an interesting result, we find that the minima 
of these oscillations fall below the corresponding thermal equilibrium values. 

PACS number(s): 05.30.-d, 05.40.+j, 32.80.Pj 

I. INTRODUCTION 

The study of the quantum dynamics of a particle mov­
ing in a time-rlependent potential has prompted a ßurry 
of Iiterature over the past few years [1]. Due to the non­
linear forces inherent in most models they can be solved 
by numerical means only or within certain approxima­
tions. In this paper we shall discuss one of the few 
exactly solvable time-rlependent quantum systems, both 
with and without coupling to an Ohrnie environment. A 
short account of our work appeared in Ref. [2]. 

The system under study is a parametric one­
dimensional oscillator for the coordinate x (with mass 
m and angular frequency w0 ) described by the time­
rlependent potential 

1 
V(x,t) = 2m[w~+ecos{f!t+cp)]x2 • {1) 

The parametric modulation is characterized by the am­
plitude e, the modulation frequency n, and an initial 
phase cp. We assume that the phase is not known, i.e., it 
is equally distributed between 0 and 2n. For E = 0 the 
potential {1) becomes the potential of a harmonic oscil­
lator ~ or of a parabolic barrier, because we also allow 
negative values for w~. 

This potential has several possible physical appli­
cations. One major application is the study of the 
quadrupole ion trap, also termed Paul tmp, in the quan­
tum regime [3,4]. Another suggested application is the 
generation of squeezed states [5,6]. 

A major objective is the study of the inßuence of dis­
sipation on the quantum mechanics of the parametric 
oscillator in {1). In doing so, we shall couple the time­
rlependent quantum system in {1) to a bath composed 
of infinite many oscillators. This system-plus-reservoir 
approach for the description of quantum dissipation has 
been pioneered during the sixties [7] for purely har­
monic systems. For nonlinear system dynamics coupled 
to a bath of harmonic oscillators [8] this system-plus-

1063-65 1X/95/52(2)/1533(11)/$06.00 52 

harmonic bath presents the state of the art in the de­
scription of quantum dissipation [9]. Therefore, although 
we deal with quadratic interactions only, the results are 
- due to the inherent time dependence of the poten­
tial and the huge number of bath degrees of freedom -
nontriviaL 

We start within classical mechanics in Sec. II and give 
a brief review of the classical parametric oscillator. A 
survey of the quantum parametric oscillator without dis­
sipation is presented in Sec. III. Additionally, we present 
a barely known method to construct the propagator for 
this system. Based upon these results we study the prob­
lern of pammetric dissipative quantum Brownian motion 
in the time-rlependent potential (Sec. IV). We intro­
duce the coupling to an Ohrnie heat bath and use the 
Feynman-Vernon real time inßuence functional formal­
ism [10,11] to derive the exact evolution operator for the 
reduced density matrix. We also present the master equa­
tion for this system. On the basis of these exact results 
we calculate and discuss time-rlependent mean values and 
variances. We conclude with abrief summary in Sec. V. 

. II. THE CLASSICAL PARAMETRie 
OSCILLATOR 

In a linear quantum mechanical system - damped or 
undamped - the average motion is governed by Ehren­
fest's theorem, which coincides with the corresponding 
classical problem. Therefore, we first recall some results 
for the classical parametric oscillator. The equation of 
motion for a damped particle in the potential {1) reads 

mx + m')'x + mw2 (t, cp)x = 0 

with w 2 (t, cp) = w~ + ecos{f!t + cp). (2) 

The parameter I' characterizes Ohrnie damping. The 
introduction of the scaled parameters f = f!t/2, w~ = 

1533 © 1995 The American Physical Society 
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A :\I E R I C A .'-i P H Y S I C A L S 0 C I E T Y ()83 

.Pts:=a(1)o:(3)Cl\ exp [ -X(3 -1)2], 

.P•s: = 2-!o:(2)[a(3)ß(4) -a(.J,)ß(3) ]C#. exp (2 3\2 
+(2-4)2j-v(3-4)2]. 

U has been calculated for the ground state of the alpha­
particle and the corresponding bind!ng energy is compared 
with what one gets using the two-parameter function em­
ployed by Feenberg. Application of the same treatment to 
alpha-particle Ievels having spin S=2 (deuterons with 
parallel spin) gives no stable Ievels. Further investigations 
are planned, taking into account the improved description 
of the four-particle system using a superposition of the 
wave functions representing 2H+2H, aH+1H, and 3H.+tn. 

4. Photoelectric Cross Section of the Deuteron. KATR­

ARINE WAY AND ]ORN A. WHEI>LER, University of North 
Carolina.-Several writers have pointed out that for 
Majorana . f6rces. the area under the photoelectric cross 
section curve f <T(v)d(lw) is not equal to 1re2h!2Mc as it is 
for ordinary forces. A ge'neral formula for this deviation 
from the f-sum rule is derived and it is shown that for three 
special types of exchange forces 

f <r(v)d(hv)~{1re2h/2Mc)(l +aa), 

where a is the range of the interaction and a is defined by 
h'a.2 IM= E, the binding energy of the deuteron. Photo­
electric cross-section curves for three different types of 
neutron-proton interactions are compared to see if ex­
perimental determination of the cross section for any 
value of }w would fumish a criterion for deciding in favor 
of one of them. The three different types are (1) square 
hole· Majorana, (2) bell-shaped Majorana, V= V oe-•sta•, 
and (3) . a velocity dependent interactfon defined by 
Jo=- (2B/a)e-<r+t>ll4. The ranges and depths of the inter­
actions chosen are those which have been shown to be best 
for accounting for the binding energies of H2, Ha, and He•. 
It is found that the cross-section curves for (2) and (3) are 
very-similar but that they: differ considerably from (1). 
The addition of a short depth, long rangerepulsive force to 
the velocity dependent interaction is shown to decrease the 
cross section forthistype of interaction considerably. 

5. Resonating Group Strueture in the Nucleus. ]OHN 

A. WHEELER, University of North Carolina.-By regarding 
the neutrons and protons in a given nucleus, 7Li for ex­
ample, as resonating between different possible configura­
tions, such as 'HetnormalJ+3H(normal), •He(excited) 
+ 2H(normal), etc., one obtains a description of nuclear 
structure in which by far the largest part of the energy of 
the compound nucleus is already accounted for by the 
internal hinding of the separate groups. Use from the be­
ginning of this saturation property of nuclear binding gives 
an improved treatment of nuclear collisions and transmuta­
tions. In applying the method of "resonating group struc­
ture," the wave function is written as a sum of properly 
-ariti~symmetrized parts corresponding to the most impor­
tant configurations, each part involving a different un­
known function, F, of the inter-group separations. The 
condition that the Fs shall give the best possible wave 
funcfion of this form (in the sense of the variation prin-

ciplel gives simultaneaus intcgn:i-diffcrl'ntial cquario11-; lür 
the Fs. With the help of a gcneralized Green's iuncrion 
thcse equations are transformed to intcgralequations. Thc 
condition that the Fredholm determinant oi this set oi 
equations shall ,-anish determines energy !en:ls, scattering 
phase shifts, and transmutation probabilities. The method 
gives very satisfactory results when applied to the intcr­
action between two alpha-particles, and is being employed 
in the treatment of other collision problems. 

6. On the Structure of Light Nuclei. E. FEE:-:BERG 

AND M. PHILLIPS,* Institute for Advanced Study.-Exten­
sive calculations based on the approximation of single 
particle wave functions (the Hartree method) have been 
made for the nuclei between He6 and QI6 using the general 
symmetrical interaction operator1 

V =~I (l-g-gt-g2)P,;+gP;;Q<i+g.l +gzQ•; l J(r;;). (1) 
I<J 

The Coulombinteraction is treated as a small perturbation. 
Secular equations are avoided by the construction of space 
wave functions in the normal state configuration belanging 
to irreducible representations of the symmetric group. 
These functions yield an energy matrix which is diagonal in 
the ordinary and Majorana interaction energies. The 
contributions of the spin exchange and Coulomb operators 
to the energy terms are found by a L"~ order perturbation 
calculation. Although the general symmetrical operator 
contains several parameters as yet undetermined, only 
those parameters which have been fixed by consideration of 
the two-, three- and four-particle problems are involved in 
the. energy differences within the group of low lying terms 
belanging to the normal state configuration. These term 
differences are essentially identical with those recently 
computed2 for unsymmetrical interaction operators of the 
saturation type. Results for mass defects, excitation 

. energies, energy relations between isobars, spins and 
magnetic moments are on the whole very encouraging. 

* Margaret E. Maltby Fellow of the A.A.U.W. 
t G. Breit and E. Feenberg, Phys. Rev. so. 850 (1936). 
t E. Feenberg and E. Wigner, Phys. Rev. 51.95 (1937). 

7. Transitions Between States of Space Quantization 
in a Rotating Magnetic Field. I. I. RAm, Columbia Uni­
versity.~A calculation of the nonadiabatic transition 
which a system with angular momentum J = and mag­
netic moment -gp.oJ makes in a magnetic field H rotating 
with frequency w about an axis inclined at an angle {} 
to the field gives for the transition probability 

Pu, -u 
sin2 fJw2 

-------sin2 7rl(v2+ur-2vw cos {})!, 
v2+w2-2vw cos fJ 

where v is the Larmor frequency gJl.oli /lt. The generalization 
for any value of J follows immediate!y from iY1ajorana's 
formula. lt is evident that the effect depends on the sign of 
the magnetic moment of the system through the sign oi "· 
We thus have an absolute method of measuring the sign 
and magnitude of the magnetic moment of anv system. 
Applications to the moment of the neutron. the rotational 
moment of molecules and the nuclear moment of atoms 
with no extra nuclear angular momentum will be discussed. 
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Syace Quantization in a Gyrating Magnetic Field

I. I. RABI

Columbia University, ¹mYork, N. Y.
(Received March 1, 1937)

The nonadiabatic transitions which a system with angular momentum Jmakes in a magnetic
field which is rotating about an axis inclined with respect to the field are calculated. It is shown
that the effects depend on the sign of the magnetic moment of the system. We therefore have
an absolute method for measuring the sign and magnitude of the moment of any system.
Applications to the magnetic moment of the neutron, the rotational moment of molecules, and
the nuclear moment of atoms with no extra-nuclear angular momentum are discussed.

N a previous paper' the effect of a rapidly
- - varying magnetic field on an oriented atom
possessing nuclear spin and extra-nuclear angular
momentum. It appeared that it was possible to
deduce the sign of the magnetic moment of the
nucleus from the nature of the nonadiabatic
transitions which occur if the field rotates an
appreciable amount in the time of a Larmor
rotation. This effect was applied experimentally'
with the method of atomic beams to measure the
sign of the proton, deuteron, K", etc. The
evaluation of the sign was possible because the
experiment decided whether the h.f.s. level was
normal or inverted. Since the sign of the electronic
moment is known to be negative a normal level
meant positive nuclear moment and an inverted
level negative moment.

Clearly it is desirable to find another effect
which will make it possible to find the sign of the
nuclear moment in cases where the normal state
of the atom is one in which there is no electronic
angular momentum as in the alkaline earths.
Spectroscopic methods where applicable will
yield this information, but there are numerous
important instances in which molecular and
atomic beam methods are the only ones available.
For example, it would be very desirable to
measure the sign of the moment of the neutron
directly. Although it would be very difficult to
apply atomic beam methods to the neutron, the
polarization effect of magnetized iron suggested
by Bloch may possibly be useful in this con-
nection as a device for measuring the degree of

' Rabi, Phys. Rev. 49, 324 (1936).' Kellogg, Rabi and Zacharias, Phys. Rev. 50, 472
(1936); Torrey and Rabi, Phys, Rev. 51, 379A (1937)
Millman and Zacharias, Phys. Rev. 51, 380A (1937).

depolarization caused by the nonadiabatic transi-
tions to be described below. Another example is
the sign of the moment arising from molecular
rotation which results in a positive contribution
from the motion of the nuclei about the centroid
and a negative contribution from the electrons.

The following considerations should make it
possible to make the same sort of observations
with simple systems as are made in the Einstein-
de Haas and Barnett experiments: namely, the
magnitude and sign of the gyromagnetic ratio.

Consider a simple system such as a neutron
with magnetic moment p = —gpo J, where g is the
Lande g factor, J is the total angular moment
due to all causes. If g is positive the total moment
is negative as in the spinning electron. If g is
negative the moment is positive. In a magnetic
field II the system precesses with the Larmor
frequency v=gpolI/k. If g is positive the pre-
cession is in the positive direction and if negative
in the negative direction. We shall now consider
our system initially quantized with magnetic
quantum number m in a field IIwhich is constant
in magnitude but rotates with a frequency cu/2~
about some direction which is at an angle 8 with
respect to the direction of the field.

This problem was solved by Giittinger' for the
particular case when the angle is ~/2. He found
that transitions will occur to other magnetic
levels with quantum number m' when a&/Z~ is of
the order of magnitude of v. The transition
probabilities in this case do not depend on the
direction of the field. It will be shown that in the
more general case the direction of rotation
introduces an asymmetry into the problem and

P. Guttinger, Zeits. f. Physik '73, 169 (1931);E. Major-
ana, Nuovo Cimento 9, 43 (1932).
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On N onadiabati~ Processes in Inhomogeneous Fields 

]ULIAN SCHWINGER 

Columbia University, New York, N. Y. 

(Received March 1, 1937) 

The problern of calculating nonadiabatic transition probabilities is co~sidered. It is show~ 
that the general Güttinger equations are incorrect and Iead to erroneous results in any case 
other than that of the rotating magnetic field, which he considered. The corrected equations are 
applied in the calculation of the transition probabilities between the various magnetic states of 
a field precessing with constant angular velocity. 

AN atom, or a neutron, moving in an inhomo­
geneous field is acted on by a time-varying 

fi.eld in the reference system of the particle. If 
the variation in the fi.eld is sufficiently slow, the 
atom, according to the adiabatic theorem, will 
remain in the same state with respect to the 
instantaneous value of the fi.eld. The problern of 
calculating nonadiabatic transition probabilities 
has been considered by Güttinger,1 who applied 
his general equations to the case of a magnetic 
fi.eld rotating with constant afigular velocity. 

It should be emphasized that E".(t) and 'Jr".(t) are 
functions of t only in virtue of the time de­
pendence of the parameters contained in JC(t). 
The equations which the probability amplitudes 
Cm(t) satisfy are 

It is the purpose of this paper. to point out 
that Güttinger's equations an! incorrect and Iead 
to erroneous results in any ca.Se.other than that 
of the rotating field, which he. considered. The 
corrected equations are applied in the calculation 
of the transition probabilities between the 
various magnetic states of a fi.eld precessing with 
constant angular velocity. · 

THE GüTTINGER EQUATIONS 

Consider an atom whose Hamiltonian contains 
certain time dependent· parameters, such as 
electric or magnetic fi.eld strengths. The eigen­
state of the system satisfi.es the equation 

a 
ih-'Jr = JC(t)'Jr. 

at · 
(1) 

If the system is nondegenerate, 'Ir may be 
expanded in terms of a complete, orthogonal set 
of eigenstat es of JC(t), viz.: 

(2) 
m 

·where JC( t)'Ir".(t) = E".(t)'Ir".(t). (3) 
1 P. Güttinger, Zeits. f. Physik 73, 169 (1931); see also 

E. Majorana, Nuovo Cimento 9, 43 (1932); I. I. Rabi, 
Phys. Rev. 49, 324 (1936). 

a 
ih-Cm(t)- E ... (t) Cm(t) 

at 

(4) 

.To put this in a more convenient form, con­
sider (ajat)('Ir ... , JC'Jr .... ). Evidently, 

This expression may also be evaluated as 
Om. m•(oEm/ot). Therefore, 

aE ... 
=Om,m'--, (6) 

at 
whence 

(7) 

and 

( 
o'Irm') . 'Ir".,-- = 

at 

(m I ax;at Im') 
m=l=m'. (8) 

E".-E".. 
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~----4 Coherent Destruction of Tunneling 

Driven quartic double weil ... 
F. Grossmann et al., 
PRL 67, 516 (1991) 

0 1 i32 1 4 
H(x,-, t ) = - - - -- x2 + x + xSsin(mt) 

ox 2 ox2 4 64D 2rc 
m=-

Floquet ~ Bloch 

theorem 

T 

(periodic in time) (periodic in space) 

f! x S sin wt ! f 

Quasi-eigenenergy sk: 
lJik(x,t) = exp(-iskt)uk(t) 

uk (t + T) = uk(t) 

... exhibits crossings of Floquet states ... 

localized states: 

(lJis + lJI a )jJ2 

(lJis -lJia)/~ 

Driving Force S 

~ coherent destruction of tunneling 
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Coherent Destruction of Tunneling

22 JULY 1991

F. Grossmann, T. Dittrich, P. Jung, and P. Hanggi
Institute of Physics, University of Augsburg, Memminger Strasse 6, D 890-0 Augsburg, Federal Republic of Germany

(Received 11 March 1991)

The phenomenon of tunneling is investigated for a symmetric double-well potential perturbed by a
monochromatic driving force. The analysis is based on a numerical treatment of the quantum map that
propagates the system over one period of the external force, and of the spectrum of its eigenphases
(quasienergies). The variety in the quasienergy spectrum, such as exact and avoided crossings, leads to
novel forms of coherent tunneling. In particular, for specific parameter values of the driving force, we
find almost complete localization of the wave packet in one of the wells.

PACS numbers: 82.90.+j, 03.65.Ge, 33.80.Be, 74.50.+r

The tunnel efrect was recognized long ago during the
heyday of quantum mechanics. In 1927, Hund [1] dem-
onstrated that quantum tunneling is of importance for in-
tramolecular rearrangements in pyramidal molecules
such as ammonia, as manifested by the tunnel splitting of
vibrational spectra. Our objective here is to study the
influence of periodic driving on such tunnel systems,
which may well lead to an enrichment of the dynamics.
In the present Letter, we report on analytical and numeri-
cal investigations of an archetypical model, a particle
moving in a symmetric double well, and driven by a
monochromatic (not kick-type) classical force. The
Hamiltonian defining this model reads

p' 1, x4
H(x, p) = ——x + +xS sincot .

2 4 64D

Here, we use dimensionless units. In particular, D
=Ett/htoo denotes the barrier height Ett in units of Atoo,
with coo denoting the angular frequency of harmonic os-
cillations on the bottom of each well, and t is measured in

units of the corresponding period 2tr/too. This model
Hamiltonian is of general interest: It characterizes the
physics of a wide class of systems, such as the transfer of
hydrogen in atoms and molecules along chemical bonds
[2], the transport of hydrogen isotopes or muons between
interstitial sites in metals [3,4] and macroscopic quantum
coherence phenomena in SQUIDs [5].

In the present work, we attempt to gain insight into the
deep quantum regime of this system. That is, we focus on
the parameter range of low barriers, such that D is of or-
der unity and, in the corresponding unperturbed problem,
there are only a few levels below the barrier. In addition,
we do not restrict ourselves to small amplitudes S of the
driving force. Consequently, we refrain from the use of
semiclassical or perturbative methods. Our approach is
based on the Floquet formalism and the concept of
quasienergies, as pioneered for the physics of atoms in in-
tense laser fields [6-10].Moreover, as our results show, a
two-level approximation would be insufFicient to analyze
driven tunneling: In general, the flow of probability be-
tween the two wells exhibits an intricate structure both in

space and time, and can no longer be described in terms

of the traditional concept of the tunnel splitting 3,. To
provide an adequate language, we adopt the concepts of
the temporal autocorrelation function (probability to
stay) and the local spectrum, well known, e.g. , in solid-
state physics [11]and quantum chaos [12,13].

Consider the propagator for the operator in (1) over a
single period T=2 /tcro of the external periodic force.
This unitary operator U is the generator of a quantum
map, i.e., applied iteratively to some initial state

I tiro), it
provides a stroboscopic, discrete-time evolution of the
wave function. In view of the Floquet theorem, the eigen-
states of the unitary operator U take the form Iyt, (nT))
=exp( —inst, T) I@k (0)), where n denotes the number of
time steps, and I@i,(t+T)) =I@k(t)). The quantities et„
defined modulo co, are referred to as quasienergies
[6-10]. They are functions both of the driving amplitude
S and the driving frequency co. The generalized parity
transformation P, x —x, t t+T/2, leaves the Ham-
iltonian (1) invariant. Thus, the Floquet functions can be
classified into states of even and odd parity, respectively
[14].

Given an initial wave packet I yto) and its time evolution
under U, the temporal autocorrelation function is defined
by

P. = I(v. I v o& I

' (2)

(3)
where g

' =lim~ N 'g„=oP„denotes the long-time
average of P„. The spectral counterpart of the autocorre-
lation function P„ is the two-point correlation function
P2"(g) of the local Floquet spectrum [13]. It is related
to P„by Fourier transformation and thus contains all the
frequencies involved in the time evolution of P„, weighted
according to their relative significance for this dynamics.

In the following, we will consider time evolutions start-
ing from one particular type of initial state: A Gaussian

Expanding both Itito) and Iy„) in the Floquet basis, and
using the role of the Floquet states as eigenfunctions of
U, one finds

P„=&
'+ g exp [in (s.—cp) T]

I (@.I tito) I
'I (@pI yp) I

',

516 1991 The American Physical Society



0 

I 

- 2 J 
I 

\ 

-3~--~~--~--~--~--~--~--~ 

- 8 - 6 - 4 - 2 0 2 4 6 8 
X 

he.w phenomena 

















• 5 ~ ~vt'r. :J ru~lun-r mech~nr'c.s 

case @ t'C D;t t ro C.r ':;;J 
,_-- I ~ 

/t:-mne~rd 
~ = E.L - E, 

--

-- a (f) Iu-> + 6 (+)I LI+> 
• a , ( a) 

( ;; 

22 ...:.: o OH{;, c{r ),(1-)E 0 

( ~(tl) == 0 ) 

CAJcued ~ ~~>-­

c?cco~ 'ca hc n 



RT 1 

w 

w 

w 

g ---= 6 ( -·--'---
g 

FIGURE 2 Absorption of low-frequency photans leading to kmization from the ground 
state g. Left: The weak-field Iimit (in this example, three photans are absorbed.) Right: 
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cussed in Sect. 5.4. Among these are the quantum mechanics of a two-level system
(TLS) interacting with a circularly polarized laser field. Clearly, the presence of so-
called anti-rotating terms makes most systems inaccessible to analytical closed solu-
tions. Hence, we address with Sect. 5.5 prominent numerical methods for periodically
driven quantum systems. As an application to driven quantum systems, we study in
Sect. 5.6 the phenomenon of coherent tunneling in periodically driven bistable quan-
tum systems. As an intriguing result, we demonstrate therein that an appropriately
designed coherent conyinuous-wave (cw) driving can bring quantum tunneling to an
almost complete standstill (coherent destruction of tunneling [9]). This phenomenon in
turn produces other novel quantum phenomena such as low-frequency radiation and/or
intense, non-perturbative, even-harmonic generation in symmetric systems that possess
an inversion symmetry [10]. The possibility of controlling quantum dynamics by appli-
cation of shape- and phase-designed pulse perturbations is elucidated in Sect. 5.7 with a
time-dependent dipole coupling between two Born-Oppenheimer surfaces. Conclusions
and an outlook are given in the final Sect. 5.8.

5.2 Time-dependent interactions

It is a well-known fact that the time evolution of an isolated quantum system, described
by a Hamiltonian H0 with a discrete spectrum that acts on the space of relevant system
variables x cannot exhibit the type of behaviour usually associated with deterministic
chaos of classical systems. This is so because the time evolution of a quantum state
is almost periodic since it can be expanded in terms of the eigenfunctions ψn with
eigenvalues En. Only when the spacing between energy levels becomes very small,
the quantum system can imitate various features of the classical behaviour on certain
time scales. It should be noted, however, that even very small quantum systems such
as atoms, quantum dots, molecules, etc., can exhibit a nontrivial behaviour when ex-
posed to intense external fields. Some typical situations are introduced in the following
subsections.

5.2.1 Laser interactions

A vast variety of new nonlinear phenomena such as above-threshold ionization of atoms,
multi-photon dissociation or excitation of atoms or molecules occur in intense laser
fields [1–7]. Usually, the relevant wavelength of the radiation field is far larger than
the size of the quantum system of atomic dimension (long wavelength approximation).
Then, we can invoke in addition the electric-dipole approximation. Given the dipole
moment µ(x), the interaction energy between the quantum system and the classical
electric field E(t) is given by

V (x, t) = −µ(x) ·E(t), (5.1)
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which, for a perpetually applied monochromatic field of amplitude E0 and angular
frequency ω, reduces to

V (x, t) = −µ(x) ·E0 sin(ωt+ φ). (5.2)

In many circumstances only a finite number of quantum levels strongly interact
under the influence of the time-dependent laser field. This means that a truncation to
a multi-level quantum system in which only a finite number of quantum states strongly
interact is adequate. In particular, the truncation to two relevant levels only, i.e., the so
called driven two-level system (TLS), is of enormous practical importance, cf. Sect. 5.4.
Setting ∆ = E2 −E1, this truncation in the energy representation of the ground state
|1〉 and excited state |2〉 is in terms of the Pauli spin matrices σz and σx given by

HTLS(t) = −
1

2
∆σz − µE0 sin(ωt+ φ)σx, (5.3)

with µ ≡ 〈2|x|1〉 being the transition dipole moment. Here we have used a scalar
approximation of the field E0 in x-direction. The linearly polarized field in (5.3) can,
with 2h̄λ ≡ µE0, be regarded as a superposition of left and right circularly polarized
radiation, namely setting φ = π/2 we have

2λ cosωt = λ exp(−iωt) + λ exp(iωt). (5.4)

For the absorption process |1, n〉 → |2, n − 1〉, the term λ exp(−iωt) supplies the
energy h̄ω to the system. It corresponds to the rotating-wave (RW) term, while the
term λ exp(iωt) is called the anti-rotating-wave term. This anti-RW term removes the
energy h̄ω from the system, i.e., |1, n〉 → |2, n+ 1〉, and is thus energy nonconserving.
Likewise, the process of emission |2, n〉 → |1, n + 1〉 is a RW term, while the second
order process |2, n〉 → |1, n− 1〉 is again an energy nonconserving anti-RW term.

5.2.2 Spin magnetic resonance

In electron-spin resonance (ESR), nuclear magnetic-spin resonance (NMR) or atomic-
beam spectroscopy, a particle of total angular momentum J = h̄/2 is placed in both a
static magnetic field B0 in the z-direction, and a time-dependent oscillating magnetic
field 2B1 cos(ωt) in x-direction. The magnetic moment of the particle is µ = γJ , where
γ is the gyromagnetic ratio. Therefore the Hamiltonian HSMR for the particle in the
time-dependent magnetic field thus reads

HSMR(t) = −µ ·B = −
1

2
h̄γσzB0 − h̄γσxB1 cos(ωt), (5.5)

where (σx, σy, σz) are the Pauli matrices so that the spin is given by h̄σ/2. With

∆ = h̄γB0 (5.6)

and

µE0 = 2h̄λ = h̄γB1, (5.7)

this Hamiltonian coincides with the laser-driven TLS in (5.3).
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5.3 Floquet and generalized Floquet theory

5.3.1 Floquet theory

With intense fields interacting with the system, it is well known [11, 12] that the semi-
classical theory (treating the field as a classical field) provides results that are equivalent
to those obtained from a fully quantized theory whenever fluctuations in the photon
number (which, for example, are of importance for spontaneous radiation processes)
can safely be neglected. We shall be interested first in the investigation of quantum
systems with their Hamiltonian being a periodic function in time,

H(t) = H(t+ T ), (5.8)

where T is the period of the perturbation. The symmetry of the Hamiltonian under
discrete time translations, t → t + T , enables the use of the Floquet formalism [13].
This formalism is the appropriate vehicle to study strongly driven periodic quantum
systems: Not only does it respect the periodicity of the perturbation at all levels of
approximation, but its use intrinsically avoids also the occurrence of so-called secular
terms, terms that are linear or not periodic in the time variable. The latter character-
istically occur in the application of conventional Rayleigh-Schrödinger time-dependent
perturbation theory. The Schrödinger equation for the quantum system may be written
with the restriction to a one-dimensional system, as(

H(x, t)− ih̄
∂

∂t

)
Ψ(x, t) = 0. (5.9)

With

H(x, t) = H0(x) + V (x, t), V (x, t) = V (x, t+ T ), (5.10)

the unperturbed Hamiltonian H0(x) is assumed to possess a complete orthonormal
set of eigenfunctions {ϕn(x)} with corresponding eigenvalues {En}. According to the
Floquet theorem, there exist solutions to (5.9) that have the form (so-called Floquet-
state solution) [13]

Ψα(x, t) = exp(−iεαt/h̄)Φα(x, t), (5.11)

where Φα(x, t) is periodic in time, i.e., it is a Floquet mode obeying

Φα(x, t) = Φα(x, t+ T ). (5.12)

Here, εα is a real parameter, being unique up to multiples of h̄ω, ω = 2π/T . It is
termed the Floquet characteristic exponent, or the quasienergy [11, 12]. The term
quasienergy reflects the formal analogy with the quasimomentum k, characterizing the
Bloch eigenstates in a periodic solid. Upon substituting (5.11) into (5.9), one obtains
the eigenvalue equation for the quasienergy εα. With the Hermitian operator

H(x, t) ≡ H(x, t)− ih̄
∂

∂t
, (5.13)
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one finds that

H(x, t)Φα(x, t) = εαΦα(x, t). (5.14)

We immediately notice that the Floquet modes

Φα′(x, t) = Φα(x, t) exp(inωt) ≡ Φαn(x, t) (5.15)

with n being an integer number n = 0,±1,±2, . . . yields the identical solution to that
in (5.11), but with the shifted quasienergy

εα → εα′ = εα + nh̄ω ≡ εαn. (5.16)

Hence, the index α corresponds to a whole class of solutions indexed by α′ = (α, n),
n = 0,±1,±2, . . .. The eigenvalues {εα} therefore can be mapped into a first Brillouin
zone, obeying −h̄ω/2 ≤ ε < h̄ω/2. For the Hermitian operator H(x, t) it is convenient
to introduce the composite Hilbert space R ⊗ T made up of the Hilbert space R of
square integrable functions on configuration space and the space T of functions which
are periodic in t with period T = 2π/ω [14]. For the spatial part the inner product is
defined by

〈ϕn|ϕm〉 ≡
∫

dxϕ∗n(x)ϕm(x) = δn,m, (5.17)

while the temporal part is spanned by the orthonormal set of Fourier vectors 〈t|n〉 ≡
exp(inωt), n = 0,±1,±2, . . ., and the inner product in T reads

(m,n) =
1

T

∫ T

0
dt exp[i(n−m)ωt] = δn,m. (5.18)

Thus, the eigenvectors of H obey the orthonormality condition in the composite
Hilbert space R⊗ T ,

〈〈Φα′(t)|Φβ′(t)〉〉 ≡
1

T

∫ T

0
dt
∫ ∞
−∞

dxΦ∗α′(x, t)Φβ′(x, t) = δα′,β′ = δα,βδn,m, (5.19)

and form a complete set in R⊗ T ,∑
α

∑
n

Φ∗αn(x, t)Φαn(y, t
′) = δ(x− y)δ(t− t′). (5.20)

Note that in (5.20) we must extend the sum over all Brillouin zones, i.e., over all the
representatives n in a class, cf. (5.16). For fixed equal time t = t′, the Floquet modes
of the first Brillouin zone Φα0(x, t) form a complete set in R,∑

α

Φ∗α(x, t)Φα(y, t) = δ(x− y). (5.21)

Clearly, with t′ 6= t +mT = t (modT ), the functions {Φ∗α(x, t),Φα(y, t
′)} do not form

an orthonormal set in R.
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5.3.2 General properties of Floquet theory

With a monochromatic perturbation

V (x, t) = −Sx sin(ωt+ φ) (5.22)

the quasienergy εα is a function of the parameters S and ω, but does not depend on the
arbitrary, but fixed phase φ. This is so because a shift of the time origin t0 = 0→ t0 =
−φ/ω will lift a dependence of εα on φ in the quasienergy eigenvalue equation in (5.14).
In contrast, the time-dependent Floquet function Ψα(x, t) depends, at fixed time, on
the phase. The quasienergy eigenvalue equation in (5.14) has the form of the time-
independent Schrödinger equation in the composite Hilbert space R⊗T . This feature
reveals the great advantage of the Floquet formalism: It is now straightforward to use
all theorems characteristic for time-independent Schrödinger theory for the periodically
driven quantum dynamics, such as the Rayleigh-Ritz variation principle for stationary
perturbation theory, the von-Neumann-Wigner degeneracy theorem, or the Hellmann-
Feynman theorem, etc.

With H(t) being a time-dependent function, the energy E is no longer conserved.
Instead, let us consider the averaged energy in a Floquet state Ψα(x, t). This quantity
reads

H̄α ≡
1

T

∫ T

0
dt 〈Ψα(x, t)|H(x, t)|Ψα(x, t)〉

= εα + 〈〈Φα|ih̄
∂

∂t
|Φα〉〉. (5.23)

Invoking a Fourier expansion of the time periodic Floquet function Φα(x, t) =
∑
k ck(x)

exp(−ikωt),
∑
k

∫
dx|ck(x)|2 = 1 =

∑
k〈ck|ck〉, (5.23) can be recast as a sum over k,

H̄α = εα +
∞∑

k=−∞

h̄kω〈ck|ck〉 =
∞∑

k=−∞

(εα + h̄kω)〈ck|ck〉. (5.24)

Hence, H̄α can be looked upon as the energy accumulated in each harmonic mode of
Ψα(x, t) = exp(−iεαt/h̄)Φα(x, t), and averaged with respect to the weight of each of
these harmonics. Moreover, one can apply the Hellmann-Feynman theorem,

dεα(ω)

dω
= 〈〈Φ(ω)|

∂H(ω)

∂ω
|Φ(ω)〉〉. (5.25)

Setting τ = ωt and H(x, τ) = H(x, τ)− ih̄ω∂/∂τ , one finds(
∂H

∂ω

)
τ

= −ih̄
∂

∂τ
= −ih̄

1

ω

∂

∂t
(5.26)

and consequently obtains [15]

H̄α = εα(S, ω)− ω
∂εα(S, ω)

∂ω
. (5.27)
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Next we discuss qualitative, general features of quasienergies and Floquet modes
with respect to their frequency and field dependence. As mentioned before, if εα = εα0

possesses the Floquet mode Φα0(x, t), the modes

Φα0 → Φαk = Φα0(x, t) exp(iωkt), k = 0,±1, 2, . . . , (5.28)

are also solutions with quasienergies

εαk = εα0 + h̄kω, (5.29)

yielding identical physical states,

Ψα0(x, t) = exp(−iεα0t/h̄)Φα0(x, t)

= Ψαk(x, t). (5.30)

For an interaction S → 0 that is switched off adiabatically, the Floquet modes and the
quasienergies obey

Φαk(x, t)
S→0
−→ Φ0

αk(x, t) = ϕα(x) exp(iωkt) (5.31)

and

εαk(S, ω)
S→0
−→ ε0αk = Eα + kh̄ω , (5.32)

with {ϕα, Eα} denoting the eigenfunctions and eigenvalues of the time-independent
part H0 of the Hamiltonian (5.10). Thus, when S → 0, the quasienergies depend
linearly on frequency so that at some frequency values different levels ε0αk intersect.
When S 6= 0, the interaction operator mixes these levels, depending on the symmetry
properties of the Hamiltonian. Given a symmetry for H(x, t), the Floquet eigenvalues
εαk can be separated into groups: Levels in each group mix with each other, but do
not interact with levels of other groups. Let us consider levels ε0αn and ε0βk of the same
group at resonances,

Eα + nh̄ωres = Eβ + kh̄ωres (5.33)

with ωres being the frequency of an (unperturbed) resonance. According to the von-
Neumann-Wigner theorem [16], these levels of the same group will no longer intersect
for finite S 6= 0. In other words, these levels develop into avoided crossings (Fig. 5.1a).
If the levels obeying (5.33) belong to a different group, for example to different gen-
eralized parity states, see below in Sect. 5.5, the quasienergies at finite S 6= 0 exhibit
exact crossings; cf. Fig. 5.1b.

These considerations, conducted without any approximation, leading to avoided vs.
exact crossings, determine many interesting and novel features of driven quantum sys-
tems. Some interesting consequences follow immediately from the structure in Fig. 5.1:
Starting out from a stationary state Ψ(x, t) = ϕ1(x) exp(−iE1t/h̄) the smooth adia-
batic switch-on of the interaction with ω < ωres (ω > ωres) will transfer the system into
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Fig. 5.1: Quasi-energy dependence on frequency ω of a monochromatic electric-dipole perturbation
near the unperturbed resonance ωres between two levels. The dashed lines correspond to quasienergies
for S → 0. In panel (a), we depict an avoided crossing for two levels belonging to the same symmetry
related group number. Note that with finite S the dotted parts belong to the Floquet mode Φ2m,
while the solid parts belong to the state Φ1n. In panel (b), we depict an exact crossing between two
members of quasienergies belonging to different symmetry-related groups. With S 6= 0, the location
of the resonance generally undergoes a shift δ = ωres(S 6= 0) − ωres(S = 0) (so-called Bloch-Siegert
shift) [17] that depends on the intensity of S. Only for S → 0 does the resonance frequency coincide
with the unperturbed resonance ωres.

a quasienergy state Ψ10 [18]. Upon increasing (decreasing) adiabatically the frequency
to a value ω > ωres (ω < ωres) and again smoothly switching off the perturbation, the
system generally jumps to a different state Ψ(x, t) = ϕ2(x) exp(−iE2t/h̄). For exam-
ple, this phenomenon is known in NMR as spin exchange; it relates to a rapid (as
compared to relaxation processes) adiabatic crossing of the resonance. Moreover, as
seen in Fig. 5.1a, the quasienergy ε2k and Floquet mode Φ2k as a function of frequency
exhibit jump discontinuities at the frequencies of the unperturbed resonance, i.e., the
change of energy between the two parts of the solid lines (or dashed lines, respectively).

5.3.3 Time-evolution operators for Floquet Hamiltonians

The time propagator K(t, t0), defined by

|Ψ(t)〉 = K(t, t0)|Ψ(t0)〉, K(t0, t0) = 1, (5.34)

assumes special properties when H(t) = H(t+ T ) is periodic. In particular the prop-
agator over a full period K(T, 0) can be used to construct a discrete quantum map,
propagating an initial state over long multiples of the fundamental period by observing

K(nT, 0) = [K(T, 0)]n. (5.35)
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This important relation follows readily from the periodicity of H(t) and its definition.
Namely, we find with t0 = 0 (T denotes time-ordering of operators)

K(nT, 0) = T exp

[
−

i

h̄

∫ nT

0
dtH(t)

]

= T exp

[
−

i

h̄

n∑
k=1

∫ kT

(k−1)T
dtH(t)

]
,

which with H(t) = H(t+ T ) simplifies to

K(nT, 0) = T exp

[
−

i

h̄

n∑
k=1

∫ T

0
dtH(t)

]

= T
n∏
k=1

exp

[
−

i

h̄

∫ T

0
dtH(t)

]
. (5.36)

Because the terms over a full period are equal, they do commute. Hence the time-
ordering operator can be moved in front of a single term, yielding

K(nT, 0) =
n∏
k=1

T exp

[
−

i

h̄

∫ T

0
dtH(t)

]

= [K(T, 0)]n. (5.37)

Likewise, one can show that with t0 = 0 the following relation holds

K(t+ T, T ) = K(t, 0), (5.38)

which implies that

K(t+ T, 0) = K(t, 0)K(T, 0). (5.39)

Note that K(t, 0) does not commute with K(T, 0), except at times t = nT , so that
(5.39) with the right-hand-side product reversed does not hold. A highly important
feature of (5.33) — (5.39) is that the knowledge of the propagator over a fundamental
period T = 2π/ω provides all the information needed to study the long-time dynamics
of periodically driven quantum systems. That is, upon a diagonalization with an
unitary transformation S

S†K(T, 0)S = exp(−iD), (5.40)

with D being a diagonal matrix, composed of the eigenphases {εαT}, one obtains

K(nT, 0) = [K(T, 0)]n = S exp(−inD)S†. (5.41)

This relation can be used to propagate any initial state

|Ψ(0)〉 =
∑
α

cα|Φα(0)〉, cα = 〈Φα(0)|Ψ(0)〉. (5.42)
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in a stroboscopic manner. Such a procedure generates a discrete quantum map. With
Ψα(x, t = 0) = Φα(x, t = 0), its time evolution follows from (5.11) as

Ψ(x, t) =
∑
α

cα exp(−iεαt/h̄)Φα(x, t). (5.43)

With Ψ(x, t) = 〈x|K(t, 0)|Ψ(0)〉, a spectral representation for the propagator

K(x, t; x0, 0) = 〈x|K(t, 0)|x0〉, (5.44)

follows from (5.44) with Ψ(x, 0) = δ(x− x0) as

K(x, t; x0, 0) =
∑
α

exp(−iεαt/h̄)Φα(x, t)Φ
∗
α(x0, 0). (5.45)

This relation is readily generalized to arbitrary propagation times t > s, yielding

K(x, t; y, s) =
∑
α

exp(−iεα(t− s)/h̄)Φα(x, t)Φ
∗
α(y, s). (5.46)

Equation (5.46) presents an intriguing result, which generalizes the familiar form of
time-independent propagators to time-periodic ones. Note again, however, that the
role of the stationary eigenfunction ϕα(x) is taken over by the Floquet mode Φα(x, t),
being orthonormal only at equal times t = s.

5.3.4 Generalized Floquet theory

In the previous subsections we restricted ourselves to pure harmonic interactions. In
many physical applications, e.g. see in [8], however, the time-dependent perturbation
has an arbitrary, for example, pulse-like form that acts over a limited time regime
only. Clearly, in these cases the Floquet theorem cannot readily be applied. This
feature forces one to look for a generalization of the quasienergy concept. Before we
start doing so, we note that the Floquet eigenvalues εαn in (5.16) can also be obtained
as the ordinary Schrödinger eigenvalues within a two-dimensional formulation of the
time-periodic Hamiltonian in (5.10). Setting ωt = θ, (5.10) is recast as

H(t) = H0(x, p) + V (x, θ(t)). (5.47)

With θ̇ = ω, one constructs the enlarged Hamiltonian H̃(x, p; θ, pθ) = H0(x, p) +
V (x, θ) + ωpθ, where pθ is the canonically conjugate momentum, obeying

θ̇ =
∂H̃

∂pθ
= ω. (5.48)

The quantum mechanics of H̃ acts on the Hilbert space of square-integrable functions
on the extended space of the x-variable and the square-integrable periodic functions on
the compact space of the unit circle θ = θ0 + ωt (periodic boundary conditions for θ).
With V (x, t) given by (5.22), the Floquet modes Φαk(x, θ) and the quasienergies εαk
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are the eigenfunctions and eigenvalues of the two-dimensional stationary Schrödinger
equation, i.e., with [θ, pθ] = ih̄,{

−h̄2

2m

∂2

∂x2
+ V0(x)− Sx sin(θ + φ)− ih̄ω

∂

∂θ

}
Φαk(x, θ) = εαkΦαk(x, θ). (5.49)

This procedure opens a door to treat more general, polychromatic perturbations com-
posed of generally incommensurate frequencies. For example, a quasiperiodic pertur-
bation with two incommensurate frequencies ω1 and ω2,

V (x, t) = −xS sin(ω1t)− xF sin(ω2t), (5.50)

can be enlarged into a six-dimensional phase space (x, px; θ1, pθ1; θ2, pθ2), with {θ1 =
ω1t; θ2 = ω2t} defined on a torus. The quantization of the corresponding momentum
terms yield a stationary Schrödinger equation in the three variables (x, θ1, θ2) with a
corresponding Hamiltonian operator H̃ given by

H̃ = H(x, θ1, θ2)− ih̄ω1
∂

∂θ1
− ih̄ω2

∂

∂θ2
(5.51)

with eigenvalues {εα,k1,k2} and generalized stationary wavefunctions given by the gener-
alized Floquet modes Φα,k1,k2(x, θ1, θ2) = Φα,k1,k2(x; θ1+2π; θ2+2π). We note that with
quasiperiodic driving the spectrum may become rather complex, consisting generally of
spectral parts that are pure point, absolutely continuous or even singular continuous.

A general perturbation, such as a time-dependent laser-pulse interaction consists
(via Fourier-integral representation) of an infinite number of frequencies, so that the
above embedding ceases to be of practical use. The general time-dependent Schrödinger
equation

ih̄
∂

∂t
Ψ(x, t) = H(x, t)Ψ(x, t), (5.52)

with the initial state given by

Ψ(x, t0) = Ψ0(x), (5.53)

can be solved by numerical means, by a great variety of methods [19–21]. All these
methods must involve efficient numerical algorithms to calculate the time-ordered prop-
agation operator K(t, s). Generalizing the idea of Shirley [11] and Sambe [14] for
time-periodic Hamiltonians, it is possible to introduce a Hilbert space for general time-
dependent Hamiltonians in which the Schrödinger equation becomes time independent.
Following the reasoning by Howland [22], we introduce the reader to the so called (t, t′)-
formalism [23].

5.3.5 The (t, t′)-formalism

The time-dependent solution

Ψ(x, t) = K(t, t0)Ψ(x, t0) (5.54)
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for the explicitly time-dependent Schrödinger equation in (5.52) can be obtained as

Ψ(x, t) = Ψ(x, t′, t)|t′=t, (5.55)

where

Ψ(x, t′, t) = exp
(
−

i

h̄
H(x, t′)(t− t0)

)
Ψ(x, t′, t0). (5.56)

H(x, t′) is the generalized Floquet operator

H(x, t′) = H(x, t′)− ih̄
∂

∂t′
. (5.57)

The time t′ acts as a time coordinate in the generalized Hilbert space of square-
integrable functions of x and t′, where a box normalization of length T is used for
t′ (0 < t′ < T ). For two functions φα(x, t), φβ(x, t) the inner, or scalar product reads

〈〈φα|φβ〉〉 =
1

T

∫ T

0
dt′
∫ ∞
−∞

dx φ∗α(x, t
′)φβ(x, t

′). (5.58)

The proof for (5.55) can readily be given as follows [23]: Note that from (5.56)

ih̄
∂

∂t
Ψ(x, t′, t) = H(x, t′) exp[−iH(x, t′)(t− t0)/h̄]Ψ(x, t′, t0)

= −ih̄
∂

∂t′
Ψ(x, t′, t) +H(x, t′)Ψ(x, t′, t). (5.59)

Hence,

ih̄

(
∂

∂t
+

∂

∂t′

)
Ψ(x, t′, t) = H(x, t′)Ψ(x, t′, t). (5.60)

Since we are interested in t′ only on the contour t′ = t, where ∂t′/∂t = 1, one therefore
finds that

∂Ψ(x, t′, t)

∂t′

∣∣∣∣∣
t′=t

+
∂Ψ(x, t′, t)

∂t

∣∣∣∣∣
t′=t

=
∂Ψ(x, t)

∂t
, (5.61)

which with (5.60) for t = t′ consequently proves the assertion in (5.55).
Note that a long time propagation now requires the use of a large box, i.e. the time

period T must be chosen sufficiently large. If we are not interested in the very-long-time
propagation, the perturbation of finite duration can be embedded into a box of finite
length T , and periodically continued. This so constructed perturbation now implies a
time-periodic Hamiltonian, so that we require time periodic boundary conditions

Ψ(x, t′, t) = Ψ(x, t′ + T, t), (5.62)

with 0 ≤ t′ ≤ T , and the physical solution is obtained when

t′ = t mod T. (5.63)
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Stationary solutions of (5.59) reduce to the Floquet states, as found before, namely

Ψα(x, t
′, t) = exp(−iεαt/h̄)Φα(x, t

′), (5.64)

with Φα(x, t
′) = Φα(x, t

′ + T ), and t′ = t mod T . We remark that although Ψ(x, t′, t),
Ψα(x, t

′, t) are periodic in t′, the solution Ψ(x, t) = Ψ(x, t′ = t, t) is generally not time
periodic.

The (t, t′)-method hence avoids the need to introduce the generally nasty time-
ordering procedure. Expressed differently, the step-by-step integration that charac-
terizes the time-dependent approaches is not necessary when formulated in the above
generalized Hilbert space where H(x, t′) effectively becomes time-independent, with t′

acting as coordinate. Formally, the result in (5.59) can be looked upon as quantizing
the new Hamiltonian Ĥ, defined by

Ĥ(x, p;E, t′) = H(x, p, t′)− E, (5.65)

using for the operator E → Ê the canonical quantization rule Ê = ih̄∂/∂t; with
[Ê, t̂] = ih̄ and t̂φ(t) = tφ(t). This formulation of the time-dependent problem in
(5.52) within the auxiliary t′ coordinate is particularly useful for evaluating the state-
to-state transition probabilities in pulse-sequence-driven quantum systems [8, 23].

5.4 Exactly solvable driven quantum systems

In contrast to time-independent quantum theory, exactly solvable quantum systems
with time-dependent potentials are extremely rare. One such class of exactly solvable
systems are (multidimensional) systems with at most quadratic interactions between
momentum and coordinate operators, e. g. the parametrically driven harminic oscillator
[24, 25], including generalizations that account for quantum dissipation via bilinear
coupling to a harmonic bath [26], see also chapter 4.

Further, we note that a Hamiltonian part that depends solely on time t can always
be absorbed into an overall time-dependent phase of the wavefunction. This is so,
because such an interaction cannot affect the spatial dependence of the wavefunction.

5.4.1 Driven quantum oscillators

The Schrödinger equation of a harmonic oscillator with an arbitrary time-dependent
dipole interaction reads

ih̄Ψ̇(x, t) =

{
−
h̄2

2m

∂2

∂x2
+

1

2
mω2

0x
2 − xS(t)

}
Ψ(x, t). (5.66)

Following the reasoning by Husimi [24], this system can be solved explicitly. First we
introduce the shifted coordinate

x→ y = x− ζ(t), (5.67)
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yielding

ih̄Ψ̇(y, t) =

{
ih̄ζ̇

∂

∂y
−

h̄2

2m

∂2

∂y2
+

1

2
mω2

0(y + ζ)2 − (y + ζ)S(t)

}
Ψ(y, t). (5.68)

Performing the unitary transformation

Ψ(y, t) = exp{−imζ̇y/h̄}φ(y, t), (5.69)

with ζ(t) obeying the classical equation of motion,

mζ̈ +mω2
0ζ = S(t), (5.70)

the term linear in y vanishes to yield

ih̄φ̇(y, t) =

{
−
h̄2

2m

∂2

∂y2
+

1

2
mω2

0y
2 + L(ζ, ζ̇, t)

}
φ(y, t). (5.71)

Here, L(ζ, ζ̇, t) is the classical Lagrangian of a driven oscillator,

L =
1

2
mζ̇2 −

1

2
mω2

0ζ
2 + ζS(t). (5.72)

Another unitary transformation

φ(y, t) = exp
{
−i
∫ t

0
dt′L(ζ, ζ̇, t′)

}
χ(y, t) (5.73)

reduces the starting equation to the well-known Schrödinger equation of a stationary
harmonic oscillator,

ih̄χ̇(y, t) =

{
−
h̄2

2m

∂2

∂y2
+

1

2
mω2

0y
2

}
χ(y, t). (5.74)

In terms of the eigenvalues En = h̄ω0(n + 1/2), and the well-known harmonic
eigenfunctions ϕn, being proportional to the Hermite functions, the solutions of (5.66)
are of the form

Ψn(x, t) = ϕn (x− ζ(t)) exp
{

i

h̄

[
mζ̇(t)(x− ζ(t))− Ent+

∫ t

0
dt′ L

]}
. (5.75)

The set {ϕn(x)} forms a complete set in R; thus any general solution Ψ(x, t) can be
expanded in terms of the solutions in (5.75). Next we consider the restriction to a
periodic monochromatic drive

S(t) = S sin(ωt+ φ), ω 6= ω0. (5.76)

A periodic solution ζφ of (5.70) reads

mζφ(t) = S sin(ωt+ φ)/(ω2
0 − ω

2). (5.77)
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The quasienergies {εα} and the Floquet modes Φα(x, t) can be deduced from (5.75) if
we add — and subtract — the term that is linearly increasing in time,

t

T

∫ T

0
dt′L(ζ, ζ̇, t′) =

S2

4m(ω2
0 − ω2)

t. (5.78)

Hence, the quasienergies can readily be read off, to give

εα = h̄ω0(α+ 1/2)−
S2

4m(ω2
0 − ω2)

, α = 0, 1, 2, . . . , (5.79)

with corresponding time-periodic Floquet modes

Φα(x, t) = ϕα (x− ζφ(t))

× exp

{
i

h̄

[
mζ̇φ(t)(x− ζφ(t)) +

(∫ t

0
dt′L−

t

T

∫ T

0
dt′L

)]}
. (5.80)

Note that at resonance, ω = ω0, the quasienergies in (5.79) are no longer correct. In-
stead, the spectrum assumes an absolutely continuous form [25]. Likewise, the harmoni-
cally driven parabolic barrier (i.e. the inverted harmonic potential ω2

0x
2/2→ −ω2

0x
2/2),

can be treated analogously, with the eigenfunctions ϕn becoming parabolic cylinder
functions. The resulting quasienergies are continuous, reading

εα = α+
S2

4m(ω2
0 + ω2)

(5.81)

with α ∈ (−∞,∞). Due to the reflection symmetry in (5.66), (5.76), i.e., x→ −x, t→
t+ π/ω, this continuum {εα} is doubly degenerate.

5.4.2 Periodically driven two-level systems

The problem of a time-dependently driven two level dynamics is of enormous practical
importance in nuclear magnetic resonance, quantum optics, or in low temperature
glass systems, to name only a few. The driven two-level system has a long history,
and reviews are available [27]. A pioneering piece of work must be attributed to
Rabi [28] who considered the two-level system in a circularly polarized magnetic field
— a problem that he could solve exactly, see below. He thereby elucidated how to
measure simultaneously both the sign as well as the magnitude of magnetic moments.
However, as Bloch and Siegert experienced soon after [17], this problem is no longer
exactly solvable in analytical closed form when the field is linearly polarized, rather
than circularly. We set for the wavefunction

Ψ(t) = c1(t) exp(i∆t/2h̄)

(
1
0

)
+ c2(t) exp(−i∆t/2h̄)

(
0
1

)
(5.82)
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where |c1(t)|2 + |c2(t)|2 = 1. With 2h̄λ ≡ −µE0 and ϕ = π/2, yielding a pure cos(ωt)
perturbation, the Schrödinger equation has the form

ih̄
d

dt

 c1(t) exp(i∆t/2h̄)

c2(t) exp(−i∆t/2h̄)



=

 −∆/2 −2h̄λ cosωt

−2h̄λ cosωt ∆/2

 c1(t) exp(i∆t/2h̄)

c2(t) exp(−i∆t/2h̄)

 . (5.83)

With h̄ω0 ≡ ∆, (5.83) provides two coupled first-order equations for the amplitudes,

dc1
dt

= iλ
(

exp[i(ω − ω0)t] + exp[−i(ω + ω0)t]
)
c2,

dc2
dt

= iλ
(

exp[−i(ω − ω0)t] + exp i(ω + ω0)t]
)
c1. (5.84)

With an additional differentiation with respect to time, and substituting ċ2 from the
second equation, we readily find that c1(t) obeys a linear second order ordinary dif-
ferential equation with time periodic (T = 2π/ω) coefficients (Hill equation). Clearly,
such equations are generally not solvable in analytical closed form. Hence, although
the problem is simple, the job of finding an analytical solution presents a hard task! To
make progress, one usually invokes, at this stage, the so-called rotating-wave approxi-
mation (RWA), assuming that ω is close to ω0 (near resonance), and λ not very large.
Then the anti-rotating-wave term exp(i(ω + ω0)t) is rapidly varying, as compared to
the slowly varying rotating-wave term exp(−i(ω − ω0)t). Therefore it cannot transfer
much population from state |1〉 to state |2〉. Neglecting this anti-rotating contribution,
one has in terms of the detuning parameter δ ≡ ω − ω0,

dc1
dt

= iλ exp(iδt)c2,
dc2
dt

= iλ exp(−iδt)c1. (5.85)

From (5.83) one finds for c1(t) a linear second-order differential equation with constant
coefficients — which can be solved readily for arbitrary initial conditions. For example,
setting c1(0) = 1, c2(0) = 0, one obtains

c1(t) = exp(iδt)

[
cos

(
1

2
Ωt
)
− i

δ

Ω
sin

(
1

2
Ωt
)]
,

c2(t) = exp(−iδt)
2iλ

Ω
sin

(
1

2
Ωt
)
, (5.86)

where Ω denotes the celebrated Rabi frequency

Ω =
(
δ2 + 4λ2

)1/2
. (5.87)

hänggi
Sticky Note
Here \delta should be corrected to read \delta/2.
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Fig. 5.2: The population probability of the upper state |c2(t)|2 as a function of time t at resonance
δ = 0 (solid line), versus the non-resonant excitation dynamics (dashed line) at δ = 2λ 6= 0.

The populations as a function of time are then given by

|c1(t)|
2 =

(
δ

Ω

)2

+

(
2λ

Ω

)2

cos2
(

1

2
Ωt
)
, (5.88)

|c2(t)|
2 =

(
2λ

Ω

)2

sin2
(

1

2
Ωt
)
. (5.89)

Note that at short times t, the excitation in the upper state is independent of the de-
tuning, |c2(t)|2 −→ λ2t2 for Ωt� 1. This behavior is in accordance with perturbation
theory, valid at small times. Moreover, the population at resonance ω = ω0 completely
cycles the population between the two states, while with δ 6= 0, the lower state is never
completely depopulated, see Fig. 5.2.

Up to now, we have discussed approximate RWA solutions. At this point we remark
that the unitary transformation

HT = U−1HTLSU, U = exp(iπσy/4) (5.90)

transforms the Hamiltonian in (5.3) into the form

HT = −
1

2
∆σx + 2h̄λ sin(ωt+ φ)σz. (5.91)

This is the appropriate representation for tunneling problems, HT. Appropriate basis
states are the “localized” (right/left) wavefunctions |±〉 = (|1〉 ± |2〉)/

√
2, which are

eigenstates of σz with the eigenvalues ±1. The form given for HTLS is convenient
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for the description of optical properties such as the dipole moment. We have for the
expectation

µ(t) = tr{%TLSσx} = tr{%Tσz}, (5.92)

where %... is the density matrix in the corresponding representation. Note that a static
asymmetry energy can be included if the field assumes a static component, i.e. λ sin(ωt+
φ)→ λ sin(ωt+ φ) + λ0.

Explicit results for the time-periodic Schrödinger equation require numerical meth-
ods, cf. Sect. 5.5, one must solve for the quasienergies εαn and the Floquet modes
Ψαn(x, t). Without proof we state here some results that are very important in dis-
cussing driven tunneling in the deep quantum regime. For example, Shirley [11] already
showed that in the high-frequency regime ∆� max[ω, (λω)1/2] the quasienergies obey
the difference

ε2,−1 − ε1,1 = h̄ω0J0(4λ/ω), (5.93)

where J0 denotes the zeroth order Bessel function of the first kind. The sum of the two
quasienergies obeys the rigorous relation [11]

ε2n + ε1k = E1 + E2 = 0 (mod h̄ω). (5.94)

For weak fields, one can evaluate the quasienergies by use of the stationary pertur-
bation theory in the composite Hilbert space R⊗ T . In this way one finds:

(i) Exact crossings at the parity forbidden transitions where ω0 = 2nω, n = 1, 2, . . .,
so that

ε2,1 = 0 (mod h̄ω). (5.95)

(ii) At resonance ω = ω0 :

ε2,1 = ±
1

2
h̄ω0

(
1 +

2λ

ω0

√
1− λ2/4ω2

0

)
(mod h̄ω). (5.96)

(iii) Near resonance, one finds from the RWA approximation readily the result

ε2,1 = ±
1

2
h̄ω

(
1 +

Ω

ω

)
(mod h̄ω), (5.97)

where Ω denotes the Rabi frequency in (5.87). Correcting this result for counter-
rotating terms, an improved result, up to order O(λ6), reads [27]

ε2,1 = ±
1

2
h̄ω

(
1 +

Ω̄

ω

)
(mod h̄ω), (5.98)

with the effective Rabi frequency Ω̄

Ω̄2 = δ2 +
8ω0λ

2

(ω + ω0)
−

8ω0λ
4

(ω + ω0)3
. (5.99)
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Notice that the maximum of the time-averaged transition probability in (5.89)
occurs within RWA precisely at ω = ω0. This result no longer holds with (5.99)
where the maximum with Ω→ Ω̄ in (5.88) undergoes a shift, termed the Bloch-Siegert
shift ωres 6= ω0 [17, 27]. From (∂Ω̄2/∂ω0)λ = 0 this shift is evaluated as [17, 27].

ωres = ω0 +
λ2

ω0
+

λ4

4ω3
0

. (5.100)

This Bloch-Siegert shift presents a characteristic measure of the deviation beyond the
RWA-approximation, as a result of the nonzero anti-rotating terms in (5.84).

Let us next explicitly consider the case pioneered by Rabi [28], a TLS driven in a
spatially homogeneous, circularly polarized external radiation field. This leads to the
Hamiltonian

H(t) = −
1

2
h̄ω0σz − 2h̄λ (σx cosωt− σy sinωt)

= −
1

2
h̄

(
−ω0 4λ exp(iωt)

4λ exp(−iωt) ω0

)
. (5.101)

Absorbing the phase exp(±iω0t) into the time-dependence of the coefficients, i.e., set-
ting a1,2(t) = c1,2(t) exp(±iω0t), we rotate the states around the z-axis by the amount
ωt. With Sz = h̄σz/2, one has

 b1(t)

b2(t)

 = exp
(
−

i

h̄
Szωt

) a1(t)

a2(t)

 =

 a1(t) exp(−iωt/2)

a2(t) exp(+iωt/2)

 . (5.102)

Upon a substitution of (5.101) and (5.102) into the time-dependent Schrödinger equa-
tion, and collecting all the terms, results in a time-independent Schrödinger equation
for the states (b1(t), b2(t)), which reads

−iḃ1 = −
1

2
(ω − ω0)b1 + λb2,

−iḃ2 = λb1 +
1

2
(ω − ω0)b2. (5.103)

Hence, one obtains a harmonic oscillator equation for b1(t) (and similarly for b2(t)),

b̈1 +

(
λ2 +

δ2

4

)
b1 = 0. (5.104)

It describes an oscillation with frequency 1
2
Ω =

√
λ2 + δ2/4, where Ω coincides precisely

with the previously found Rabi frequency in (5.87). With c1(0) = a1(0) = b1(0) =
1, and c2(0) = a2(0) = b2(0) = 0 the populations are given by the corresponding
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relations in (5.88), which in this case are exact. In particular, the transition probability
W1→2(t) = |〈2|Ψ(t)〉|2 = |a2(t)|2 = |b2(t)|2 = |c2(t)|2 obeys

W1→2(t) =
4λ2

Ω2
sin2

(
1

2
Ωt
)
. (5.105)

At resonance, δ = 0, ω = ω0, it assumes with Ω2 = 4λ2 its maximal value. We also
note that the quasienergies are given by the — in this case exact — result in (5.96).

5.4.3 Quantum systems driven by circularly polarized fields

The fact that the time evolution of a TLS in a circularly polarized field can be factorized
in terms of a time-independent Hamiltonian in (5.103) is surprising. We note that this
factorization involves a rotation around the z-axis,

|a(t)〉 −→ |b(t)〉 = exp(−iSzωt/h̄)|a(t)〉. (5.106)

This feature can be generalized to any higher-dimensional system, such as a magnetic
system or a general quantum system that can be brought into the structure which, in
a representation where Jz is diagonal, is of the form

H(t) = H0(J
2) +H1(Jz)− 4λ[Jx cosωt− Jy sinωt]. (5.107)

Here, H0(J
2) contains all interactions that are rotationally invariant (Coulomb interac-

tions, spin-spin and spin-orbit interactions). Setting R(t) ≡ exp(−iJzωt/h̄) and upon
observing that

R(t)JxR(t)−1 = Jx cosωt+ Jy sinωt,

R(t)JyR(t)−1 = −Jx sinωt+ Jy cosωt,

R(t)JzR(t)−1 = Jz, (5.108)

one finds upon substituting (5.108) into (5.107)

H̃(t) ≡ R(t)H(t)R−1(t) = H0(J
2) +H1(Jz)− 4λJx. (5.109)

Hence, the transformed Hamiltonian becomes independent of time. With the propa-
gator obeying

∂

∂t
K(t, t0) = −

i

h̄
H(t)K(t, t0)

= −
i

h̄
R−1(t)H̃R(t)K(t, t0),

we find from

∂

∂t
[R(t)K(t, t0)R

−1(t0)] = −
i

h̄
Ĥ[R(t)K(t, t0)R

−1(t0)] (5.110)
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where

Ĥ = H̃ + ωJz

= H0 +H1(Jz)− 4λJx + ωJz, (5.111)

that the propagator factorizes into the form

K(t, t0) = exp
(

i

h̄
Jzωt

)
exp

(
−

i

h̄
Ĥ(t− t0)

)
exp

(
−

i

h̄
Jzωt0

)
. (5.112)

Because exp(iJzωt/h̄) at times t = 2π/ω equals 1 for integer values of the angular
momentum and −1, for half-integer values, respectively, the propagator in (5.112) can
be recast into the Floquet form in (5.39),

K(t+ nT, 0) = K(t, 0)[K(T, 0)]n. (5.113)

With Jz = ±1,±2, . . ., the Floquet form, cf. (5.38), is achieved already with (5.112).
For half-integer spin the corresponding Floquet form is obtained by setting for the
propagator

K(t, t0) = exp

(
i

h̄

(
Jz +

h̄

2

)
ωt

)
exp

(
−

i

h̄

(
Ĥ +

h̄

2
ω

)
(t− t0)

)

× exp

(
−

i

h̄

(
Jz +

h̄

2

)
ωt0

)
, (5.114)

since the first and third contribution are now periodic with period T . Given the
eigenvalues {ε̂α} of Ĥ, the exact quasienergies are given by the relation

εα = (ε̂α + h̄ω/2) mod h̄ω. (5.115)

The general results derived here carry a great potential for applications involving
time-dependent tunneling of spin in magnetic systems with anisotropy, and strongly
driven molecular and quantum optical systems as well.

In summary, we demonstrated that a periodically driven TLS — or a general quan-
tum system of the form in (5.107) — can be solved analytically only when driven by
a circularly polarized ac-source. This is the case for the Rabi solution. The situation
changes when we instead consider a infinite number of states or a periodic lattice with
period L, such as a tight-binding Hamiltonian. Then, a linearly polarized dipole inter-
action −[S0 + S cos(ωt)]L

∑
n |n〉n〈n| yields the exact quasienergy or Floquet states if

S0L = nh̄ω, (where n = 0 if S0 = 0); i.e. if the energy of n photons precisely matches
the energy difference between adjacent rungs of the corresponding Wannier-Stark lad-
der [29, 30]. Also, we mention here that an analytical solution can be constructed when
the above dipole interaction acts in a quantum well that is sandwiched between two
infinitely high walls [31].
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5.5 Numerical approaches to periodically driven
quantum systems

Except for the special cases discussed in Sect. 5.4, exactly solvable quantum systems
with explicitly time-dependent interaction potentials are extremely rare. As demon-
strated with (5.83), this is true already for the periodically driven two-level-system in
a linearly polarized monochromatic field [11] for which no exact closed form solution
can be found. Thus, we generally have to invoke numerical procedures.

5.5.1 Method of Floquet matrix

Since the Hamiltonian H(x, t) and the Floquet modes are time-periodic, we can expand
the Floquet solutions into the Fourier vectors |n〉, n = 0,±1,±2, . . ., such that 〈t|n〉 =
exp(inωt),

Φα(x, t) =
∞∑

n=−∞

cnα(x) exp(inωt). (5.116)

The functions cnα(x) can be expanded in terms of a complete orthonormal set {ϕk(x),
k = 1, . . . ,∞}, yielding in terms of the unperturbed eigenfunctions of H0(x),

Φα(x, t) =
∞∑
k=1

∞∑
n=−∞

cnα,kϕk(x) exp(inωt), (5.117)

with cnα,k = 〈ϕk|cnα〉. Hence, in terms of the kets |ϕk〉, 〈x|ϕk〉 = ϕk(x), the Floquet
equation (5.14) reads

∞∑
k=1

∞∑
n=−∞

Hcnα,k|ϕk〉 exp(inωt) =
∞∑
k=1

∞∑
n=−∞

εαc
n
α,k|ϕk〉 exp(inωt). (5.118)

Setting 〈ϕk|〈m| ≡ 〈ϕkm| and multiplying (5.118) with 〈ϕjm| exp(−imωt) from the left,
yields after a time-average over one period of driving, the system of equations

∞∑
n=−∞

∞∑
k=1

〈〈ϕjm|H|ϕkn〉〉c
n
α,k = εαc

m
α,j. (5.119)

Here we used the scalar-product notation in (5.19). With the definition

Hm−n =
1

T

∫ T

0
dtH(t) exp[−i(m− n)ωt], (5.120)

one finds the Floquet-matrix representation for (5.119),

∞∑
k=1

∞∑
n=−∞

〈〈ϕjm|HF|ϕkn〉〉c
n
α,k = εαc

m
α,j , (5.121)

with the Floquet matrix defined by

〈〈ϕjm|HF|ϕkn〉〉 ≡ 〈ϕj|H
m−n|ϕk〉+ nh̄ωδn,mδj,k. (5.122)
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For a sinusoidal perturbation H(t) = H0 − 2h̄λx sin(ωt+ φ), the operator Hm−n takes
on a triangular structure

Hm−n = H0δm,n + ih̄λx
(
δm,n+1 exp(iφ)− δm,n−1 exp(−iφ)

)
. (5.123)

Hence, the operatorHF has a block-triagonal structure with only the number of angular
frequencies ω in the diagonal elements varying from block to block.

The quasienergies {εα}are now obtained as the eigenvalues of the secular equation

det |HF − ε1| = 0, (5.124)

whose block-tridiagonal form provides the quasienergies {εα,n} and eigenvectors |εα,n〉,
obeying the periodicity properties

εα,k = εα,0 + kh̄ω, (5.125)

〈α, n+ k|εβ,m+k〉 = 〈α, n|εβ,m〉. (5.126)

From these solutions, the spectral decomposition in (5.33) and expressions for transition
amplitudes can readily be derived.

Because the origin of time can be chosen arbitrarily, the quasienergies do not depend
on the phase φ. In contrast however, the Floquet modes Φ(x, t;φ) depend on the phase.
Keeping the time t fixed the variation of φ over the interval of 2π allows to cover the
time-dependence of the Floquet mode over a whole period T .

5.5.2 Matrix-continued-fraction method

The block-tridiagonal structure of the Floquet matrix can be used to implement an
efficient numerical algorithm, termed matrix continued fraction (MCF) method. Our
starting point is (5.121). Performing the sum over n one finds

(εα −mh̄ω)cmα,j =
∞∑
k=0

[
cmα,k〈ϕj|H0|ϕk〉 − ih̄λ exp(−iφ)cm+1

α,k 〈ϕj|x|ϕk〉

+ih̄λ exp(−iφ)cm−1
α,k 〈ϕj|x|ϕk〉

]
. (5.127)

This form can be cast into a tridiagonal recursive relation that reads

G(m,α)cmα +H+cm+1
α +H−cm−1

α = 0, (5.128)

where

G(m,α) = H0 − (εα −mh̄ω)1 (5.129)

and

H± = ∓ih̄λ exp(∓iφ)x. (5.130)
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The recursive matrix equation in (5.128) can be solved by using the ladder operators

Smc
m
α = cm+1

α ,

T−mc
−m
α = c−(m+1)

α , (5.131)

which are rising (lowering) the index m. The solutions of (5.131) can be given in terms
of a matrix continued fraction, by iterating the recursive solution with m increasing,

Sm−1 = −[G(m,α) +H+Sm]−1H−

= −
1

G(m,α)−H+ 1

G(m+ 1, α)−H+ . . .
H−

H−,

T−(m−1) = −[G(−m,α) +H−T−m]−1H+

= −
1

G(−m,α)−H−
1

G(−m− 1, α)−H− . . .
H+

H+. (5.132)

Setting m = 0 yields from (5.128) the linear system of equations

G(0, α)c0α +H+S0c
0
α +H−T0c

0
α = 0, (5.133)

composed of both diagonal and — via S0, T0 — also nondiagonal contributions. The
quasienergies follow from the solubility condition,

det[G(0, α) +H+S0 +H−T0] = 0. (5.134)

In practice, this system of equations is solved numerically, by evaluating S0 and T0

truncated at some finite value m > 0, i.e. one assumes Sm = 0, T−m = 0 for sufficiently
large m, such that the result no longer changes significantly with increasing m. For an
application of this MCF method to the problem of driven tunneling we refer the reader
to the original literature [19].

The above two sections discussed the case of periodic perturbations. A general time-
dependent interaction can be treated similarly — see Sect. 5.3 — by use of the multi-
mode Floquet theory, or the general (t, t′)-formalism with the time interval T being
chosen sufficiently large. Time-periodic boundary conditions can usually be assumed
for finite (laser-)pulse interactions also, when the number of oscillations during the pulse
lifetime is large. Alternatively, various direct methods for solving a time-dependent
quantum problem exist. It should be stressed again, that an avoidance of the time-
ordering operator — via embedding (cf. Sect. 5.3) — results in a great simplification.
Otherwise, the propagator must be split into short segments in which the Hamiltonian
does not change significantly. Some keywords relating to these alternative direct time-
propagation methods are the “split-operator technique” [20], and the “second-order-
difference schemes”. For recent surveys we refer the reader to the reviews in Ref. [21].
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5.6 Coherent tunneling in driven bistable systems

In this section we address the physics of coherent transport in bistable systems. These
systems are abundant in the chemical and physical sciences. On a quantum mechanical
level of description, bistable, or double-well potentials, are associated with a paradig-
matic coherence effect, namely quantum tunneling. Here we shall investigate the in-
fluence of a spatially homogeneous monochromatic driving on the quantal dynamics in
a symmetric, quartic double well. This archetype system is particularly promising for
studying the interplay between classical nonlinearity — its classical dynamics exhibits
chaotic solutions — and quantum coherence. Its Hamiltonian reads [9, 19]

H(x, p; t) =
p2

2m
+ V0(x) + xS sin(ωt+ φ), (5.135)

with the quartic double well potentail

V0(x) = −
mω2

0

4
x2 +

m2ω4
0

64EB
x4. (5.136)

Here m denotes the mass of the particle, ω0 is the classical frequency at the bottom
of each well and EB the barrier height, and S and ω are the amplitude and angular
frequency of the driving. The number of doublets with energies below the barrier top
is approximately given by D = EB/h̄ω0. The classical limit hence amounts to D→∞.

For ease of notation, we introduce the dimensionless variables

x̄ =

√
mω0

h̄
x, (5.137)

p̄ =
p

√
mω0h̄

, (5.138)

t̄ = ω0t, (5.139)

ω̄ =
ω

ω0

, (5.140)

S̄ =
S√
mω3

0h̄
, (5.141)

where the overbar is omitted in the following. This is equivalent to setting formally
m = h̄ = ω0 = 1.

As discussed in Section 5.3, the symmetry of H(t) reflects a discrete translation
symmetry in multiples of the external driving period T = 2π/ω, i.e., t → t + nT .
Hence the Floquet operator describes the stroboscopic quantum propagation

K(nT, 0) = [K(T, 0)]n. (5.142)
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Besides the invariance under discrete time translations, the periodically driven sym-
metric system exhibits a generalized parity symmetry P ,

P : x→ −x; t→ t+ T/2. (5.143)

This generalized parity can be looked upon as an ordinary parity symmetry in the
composite Hilbert space, R ⊗ T . Just as in the unperturbed case with S = 0, this
allows the classification of the corresponding quasienergies εαn into an even and an odd
subset. For very weak fields S → 0, the quasienergies εαk follow from (5.32) as

ε0αk(S, ω) = Eα + kh̄ω; k = 0,±1,±2, . . . , (5.144)

with {Eα} being the unperturbed eigenvalues in the symmetric double well. As pointed
out in (5.16), this infinite multiplicity is a consequence of the fact that there are infinitly
many possibilities to construct equivalent Floquet modes, cf. (5.15): The multiplicity is
lifted if we consider the cyclic quasienergies mod h̄ω. Given a pair of quasienergies εα,k,
εα′,k′, α 6= α′, a physical significance can be attributed to the difference ∆k = k′ − k.
For example, a crossing εα,k = εα′,k+∆k can be interpreted as a (∆k)-photon transition.
With S > 0, the equality in (5.144) no longer provides a satisfactory approximation.
Nevertheless, the driving field is still most strongly felt near the resonances εα,k ≈ εα′,k′.
The physics of periodically driven tunneling can be qualified by the following two
properties:

(i) First we observe, by an argument going back to von Neumann and Wigner [16],
that two parameters must be varied independently to locate an accidental en-
ergy degeneracy. In other words, exact quasienergy crossings are found at most
at isolated points in the parameter plane (S, ω), i.e., the quasienergies exhibit
typically avoided crossings. In presence of the generalized parity symmetry in
(5.143) in the extended space R ⊗ T , however, this is true only among states
belonging to the same parity class, or for cases of driven tunneling in presence
of an asymmetry (then (5.143) no longer holds). With the symmetry in (5.143)
present, however, quasienergies associated with eigenstates of opposite parity do
exhibit exact crossings and form a one-dimensional manifold in the (S, ω)-plane,
i.e., {ε(S, ω)} exhibit an exact crossing along lines. With S → −S, implying
ε(S, ω) = ε(−S, ω), these lines are symmetric around the ω-axis.

(ii) Second, the effective coupling due to the finite driving between two unperturbed
levels at the crossing Eα = Eα′ −∆kω, as reflected in the degree of splitting of
that crossing at S 6= 0, rapidly decreases with increasing ∆k, proportional to
the power law S∆k. This suggests the interpretation as a (∆k)-photon transition.
Indeed, this fact can readily be substantiated by applying the usual (∆k)-th order
perturbation theory. As a consequence, for small driving S only transitions with
∆k a small whole number do exhibit a significant splitting.
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5.6.1 Limits of slow and fast driving

In the limits of both slow (adiabatic) and fast driving we have a clearcut separation of
time scales between the inherent tunneling dynamics and the external periodic driving.
Hence, the two processes effectively uncouple and driven tunneling results in a mere
renormalization of the bare tunnel splitting ∆. This result can be substantiated by
explicit analytical calculations [19]. Let us briefly address the adiabatic limit, i.e., the
driving frequency ω satisfies ω � ∆. Setting φ̃ ≡ (ωt+ φ), the tunneling proceeds in
the adiabatic potential

V (x, φ̃) = V0(x) + xS sin φ̃. (5.145)

The use of the quantum adiabatic theorem predicts that Ψ(x, t) will cling to the same
instantaneous eigenstates. Thus, the evaluation of the periodic-driving renormalized
tunnel splitting follows the reasoning used for studying the bare tunnel splitting in
presence of an asymmetry σ,

σ = V (x−, φ̃)− V (x+, φ̃), (5.146)

with x± denoting the two symmetric unperturbed metastable states. With the instan-
taneous splitting determined by ∆σ = (∆2 + σ2)1/2, the averaging over the phase φ̃
between [0, 2π] yields for the renormalized tunnel splitting ∆ad(S), the result [19]

∆ad(S) = (2∆/π)(1 + α)1/2E
[√
α/(1 + α)

]
≥ ∆, (5.147)

with α = 32S2D/∆2, and E[x] denoting the complete elliptical integral. This shows
that ∆ad increases proportional to S2 as α � 1, and is increasing proportional to
S for α � 1. Hence, a particle localized in one of the two metastable states will
not stay localized there (this would be the prediction based on the classical adiabatic
theorem) but rather will tunnel forth and back with an increased tunneling frequency
ωad = ∆ad > ∆. Obviously, with the slowly changing quantum system passing a near
degeneracy (tunnel splitting), the limits h̄ → 0, ω fixed and small (classical adiabatic
theorem) and ω → 0, h̄ fixed (quantum adiabatic theorem) are not equivalent.

The limit of high frequency driving can be treated analytically as well. The unitary
transformation

Ψ(x, t) = exp
(
−i
S

ω
cos(ωt+ φ)x

)
g(x, t) (5.148)

describes the quantum dynamics within the familiar momentum coupling in terms of
an electromagnetic potential A(t) = −(S/ω) cos(ωt+φ), the transformed Hamiltonian
reads

H̃(x, t) = H0(x, p)−A(t)p, (5.149)

where we have dropped all time-dependent contributions that do not depend on x and
p. Next we remove this A(t)p-term by a Kramers-Henneberger transformation,

g(x, t) = exp
(
−i
∫ t

dt′A(t′)p
)
f(x, t) (5.150)
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to yield

Ĥ(x, t) =
1

2
p2 + V0

(
x−

S

ω2
sin(ωt+ φ)

)
, (5.151)

resulting in a removal of the A(t)p-term, and the time-dependence shifted into the
potential V (x, t). After averaging over a cycle of the periodic perturbation we obtain
an effective Hamiltonian

Hhf =
1

2
p2 −

1

4
x2

[
1−

3

16D

(
S

ω2

)2
]

+
1

64D
x4, (5.152)

with a frequency-dependent curvature. This large-frequency approximation results in
a high-frequency renormalized tunnel splitting [19],

∆hf/∆ =

(
1−

3

16D

(
S

ω2

)2
)

exp

(
2S2

ω4

)
≥ 1. (5.153)

Hence, fast driving results in an effective reduction of barrier height, thereby increasing
the net tunneling rate. In conclusion, the regime of adiabatic slow driving and very-
high-frequency driving (away from high-order resonance) can be modeled via a driving-
induced enhancement of the tunnel splitting. A similar shortening of the effective
tunneling duration τT ≡ π/∆ can be achieved alternatively with an appropriate shaping
of the perturbation amplitude; S → S(t) = S sin2(πt/tp), with tp being the pulse
duration [32].

5.6.2 Driven tunneling near a resonance

Qualitative changes of the tunneling behavior are expected as soon as the driving
frequency becomes comparable to internal resonance frequencies of the unperturbed
double well with energy eigenstates E1, E2, . . . with corresponding eigenfunctions ϕ1(x),
ϕ2(x), . . . Thus, such resonances occur at ω = E3 − E2, E4 − E1, E5 − E2, . . . etc.
A spectral decomposition of the dynamics resolves the temporal complexity which is
related to the landscape of quasienergies planes εα,k(S, ω) in parameter space. Most
important are the features near close encounters among the quasienergies. In particular,
two quasienergies can cross one another if they belong to different parity classes, or
otherwise, they form an avoided crossing. The situation for a single-photon transition-
induced tunneling is depicted in Fig. 5.3 at the fundamental resonance ω = E3−E2. For
S > 0, the corresponding quasienergies ε2k and ε3,k−1 form avoided crossings, because
they possess equal parity quantum numbers. Starting from a state localized in the
left well, we depict in Fig. 5.3a the probability to return PΨ(tn) = |〈Ψ(0)|Ψ(tn)〉|2,
tn = nT . Instead of a monochromatic oscillation, which characterizes the unperturbed
tunneling we observe in the driven case a complex beat pattern. Its Fourier transform
reveals that it is mainly composed of two groups of three frequencies each (Fig. 5.3b).
These beat frequencies can be associated with transitions among Floquet states at the
avoided crossing pertaining to the two lowest doublets. The lower triplet is made up
of the quasienergy differences ε3,−1 − ε2,0, ε2,0 − ε1,0, ε3−1 − ε1,0 ; the higher triplet is
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Fig. 5.3: Driven tunneling at the fundamental resonance, ω = E3−E2. (a) Time evolution of PΨ(tn)
over the first 105 time steps; (b) corresponding local spectral two-point correlations PΨ

2 (η) [19]. The
parameter values are D = 2, S = 2× 10−3, and ω = 0.876.

composed of the differences ε4,−1 − ε3,−1, ε4,−1 − ε2,0, ε4,−1 − ε1,0 [19]. An analytical,
weak-field and weak-coupling treatment of a resonantly driven two-doublet system has
been presented with Refs. [33, 34].

5.6.3 Coherent destruction of tunneling

A particularly interesting phenomenon occurs if we focus on near-degenerate states that
are tunnel splitted. For example, in the deep quantum regime the two quasienergies
E1 → ε1k(S, ω) and E2 → ε2k(S, ω) the subsets {ε1,k+1(S, ω} and {ε2,k−1(S, ω)} belong
to different parity classes so that they can form exact crossings on one-dimensional
manifolds, see below (5.144); put differently, at the crossing the corresponding two-
photon transition that bridges the unperturbed tunnel splitting ∆ is parity forbidden.
To give an impression of driven tunneling in the deep quantal regime, we study how a
state, prepared as a localized state centered in the left well, evolves in time under the
external force. Since this state is approximately given by a superposition of the two
lowest unperturbed eigenstates, |Ψ(0)〉 ≈ (|Ψ1〉+ |Ψ2〉)/

√
2, its time evolution is dom-

inated by the Floquet-state doublet originating from |Ψ1〉 and |Ψ2〉, and the splitting
ε2 − ε1 of its quasienergies. Then a vanishing of the difference ε2,−1 − ε1,1 does have
an intriguing consequence: For an initial state prepared exactly as a superposition of
the corresponding two Floquet states Ψ1,1(x, t) and Ψ2,−1(x, t), cf. (5.11), (5.15), the
probability to return P (tn), probed at multiples of the fundamental driving period
T = 2π/ω, becomes time independent. This gives us the possibility that tunneling can
be brought to a complete standstill [9, 19]. For this to happen, it is necessary that the
particle does not spread and/or tunnel back and forth during a full cycle of the external
period T after which the two Floquet modes assemble again [35]. Hence, this condition
[9, 35], together with the necessary condition of exact crossing between the tunnel-
ing related quasienergies ε2n,k−1 = ε2n−1,k+1, (n: number of tunnel-splitted dublett)
guarantees that tunneling can be brought to a complete standstill in a dynamically
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Fig. 5.4: Suppression of tunneling at an exact crossing, ε2,−1 = ε1,1. (a) One of the manifolds in the
(S, ω)-plane where this crossing occurs (data obtained by diagonalization of the full Floquet operator
for the driven double well are indicated by crosses, the full line has been derived from a two-state
approximation, the arrow indicates the parameter pair for which part (b) of this figure has been
obtained); (b) time evolution of PΨ(tn) over the first 1000 time steps, starting from an initial state
prepared as a coherent state in the left well.

coherent manner. In Fig. 5.4a we depict the corresponding one-dimensional manifold
of the j-th crossing between the quasienergies that relate to the lowest tunnel dublett,
i.e., M j=1

loc (S, ω), which is a closed curve that is reflection symmetric with respect to
the line S = 0, there a localization of the wave function Ψ(x, t) can occur. A typical
time evolution of P (tn) for a point on the linear part of that manifold is depicted in
panel 4b.

Moreover, a time-resolved study over a full cycle (not depicted) does indeed show
that the particle stays localized also at times t 6= tn. Almost complete destruction of
tunneling is found to occur on M1

loc for ∆ < ω < E3 − E2. For ω → E3 − E2, the
strong participation of a third quasienergy mixes nonzero frequencies into the time
dependence so that coherent destruction of tunneling at all times ceases to exist. For
small frequencies, ∆/2 ≤ ω ≤ ∆, and corresponding small driving strengths S, as
implied by M1

loc(S, ω), the driven quantum mechanics approaches the unperturbed
quantum dynamics. In particular, it follows from (5.31), (5.32) for ω → ∆/2 and
S → 0, Φ1,1(x, t) = ϕ1(x) exp(iωt),Φ2,−1(x, t) = ϕ2(x) exp(−iωt), that

P (t) = |〈Ψ(0)|Ψ(t)〉|2 = cos2 (∆t/2) , ω = ∆/2. (5.154)

For ω ≈ ∆, ε1,1 and ε2,−1 exhibit an exact crossing. With corresponding Floquet modes
determined from perturbation theory as

Φ1,1(x, t) ∼
1
√

2
[ϕ1(x) exp(iωt) + iϕ2(x)],

Φ2,−1(x, t) ∼
1
√

2
[ϕ2(x) exp(−iωt) + iϕ1(x)], (5.155)
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are D = 2, S = 3.171×10−3 and ω = 0.01, i.e., ω equals 52.77 times the unperturbed tunnel splitting.

the result for P (t), with Ψ(x, 0) = [ϕ1(x)+ϕ2(x)]/
√

2, localized in the left well, becomes

P (t) ∼
1

4
[3 + cos(2∆t)], ω ≈ ∆. (5.156)

For larger frequencies obeying ∆ < ω < E3 − E2, the Floquet modes can be approxi-
mated by [35]

Φ1,1(x, t) ∼ ϕ2(x)| sin(ωt)| − iϕ1(x) cos(ωt),

Φ2,−1(x, t) ∼ ϕ1(x)| sin(ωt)| − iϕ2(x) cos(ωt). (5.157)

This results in a complete localization,

P (t) = 1, ∆ < ω ≤ E3 − E2. (5.158)

Throughout Eqs. (5.154) — (5.158), we set the initial phase in (5.135) equal to zero.
Starting from a coherent state localized in the left well, taken as the ground state

of the harmonic approximation, we depict in Fig. 5.5 the spatially resolved tunneling
dynamics for |Ψ(x, t)|2 at time t = 0 and at time t = 458T for ω = 0.01 = 52.77∆,
and S = 3.17 × 10−3, yielding an exact crossing between ε1,1 and ε2,−1. For this
value of n = 458, the deviation which originates from small admixtures of higher-
lying quasienergy states to the initial coherent state, is exceptionally large. For other
times the localization is even better. It is hence truly remarkable that the coherent
destruction of tunneling on M1

loc(S, ω), with ∆ < ω < E2 − E1, is essentially not
affected by the intrinsic time dependence of the corresponding Floquet modes, nor by
the presence of other quasienergy states εα,k, α = 3, 4, . . ..
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5.6.4 Two-state approximation to driven tunneling

Additional insight into the mechanism of coherent destruction of tunneling can be
obtained if one simplifies the situation by neglecting all of the spatial information
contained in the Floquet modes Φα(x, t) and restricting the influence of all quasienergies
to the lowest doublet only [35–39]. Such a two-state approximation cannot reproduce
those sections of the localization manifolds that are affected by resonances, e.g. the part
in Fig. 5.3a that bends back to S = 0 for ω < E3−E2. Setting for the transition dipole
moment S〈ϕ1|x|ϕ2〉 ≡ 2λ, we find within the localized basis the TLS Hamiltonian in
(5.91). For the state vector in this localized basis |+〉 and |−〉, we set

|Ψ(t)〉 = c1(t) exp[−i(2λ/ω) sinωt]|−〉

+c2(t) exp[+i(2λ/ω) sinωt]|+〉. (5.159)

Given the cos(ωt) perturbation, φ = π/2, we consequently obtain from the Schrödinger
equation for the amplitudes {c1,2(t)} the equation

i
d

dt
c1,2(t) = −

1

2
∆ exp[±i(4λ/ω) sin(ωt)]c2,1(t). (5.160)

For large frequencies ω � ∆, we average (5.160) over a complete cycle to obtain the
high-frequency approximation

i
d

dt
c1,2(t) = −

1

2
∆J0(4λ/ω)c2,1(t), (5.161)

where J0(x) = (ω/2π)
∫ T
0 ds exp [ix sin(ωs)], is the zeroth-order Bessel function of the

first kind. This yields a static approximation — which is different from the RWA in
(5.85) — with a frequency-renormalized splitting

∆→ J0(4λ/ω)∆. (5.162)

The static TLS is easily solved to give with c1(t = 0) = 1 for the return probability
P (t) the approximate result

P (t) = |c1(t)|
2 = cos2

(
J0(4λ/ω)∆t/2

)
. (5.163)

On the localization manifold M1
loc(λ, ω), we find from (5.162) at the first zero of

J0(x1) = 0, i.e., 4λ/ω = 2.40482 . . ., in agreement with the result in (5.93). On
this manifold, P (t) in (5.163) precisely equals unity, i.e., the effective tunnel splitting
vanishes. Thus one finds a complete coherent destruction of tunneling. This high-
frequency TLS approximation, as determined by the first root of J0(4λ/ω), is depicted
in Fig. 5.4a by a solid line. Higher roots yield an approximation for M j

loc with j > 1.
Moreover, we note that J0(x) ∼ x−1/2 as x → ∞. This implies, within the TLS-
approximation to driven tunneling, that tunneling is always suppressed for ω > ∆
with 4λ/ω � 1. An improved formula for P (t) in (5.163), that contains also higher
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odd harmonics of the fundamental driving frequency ω has recently been given in [39].
This driven TLS is closely connected with the problem of periodic, nonadiabatic level
crossing. In the diabatic limit δ ≡ ∆2/(λω) → 0, corresponding to a large amplitude
driving, the return probability has been evaluated by Kayanuma [38]. In our notation
and with λ > max(ω,∆) this result reads

P (t) ∼ cos2

((
ω

2λπ

)1/2
[
sin

(
4λ

ω
+
π

4

)]
∆t

2

)
. (5.164)

With J0 ∼ (2/πx)1/2 sin(x + π/4), for x � 1, (5.164) reduces for λ/ω � 1 to
(5.163). Here, the phase factor of π/4 corresponds to the Stokes phase known from
diabatic level crossing [38], and 4λ/ω is the phase acquired during a single crossing
of duration T/2. The mechanism of coherent destruction of tunneling in this limit
λ > max(ω,∆) hence is related to a destructive interference between transition paths
with 4λ/ω = nπ + 3π/4. The phenomenon of coherent destruction of tunneling also
persists if we use a full quantum treatment for the semiclassical description of the field:
For a quantized electromagnetic field S → (a++a), the quantized version of (5.3) reads

H = −
1

2
∆σz + ωa+a− g(a+ + a)σx. (5.165)

With 〈n〉 = 〈a+a〉 the coupling constant g is related to the semiclassical field λ by

g
√
n = λ. (5.166)

The vanishing of the quasienergy difference is then controlled by the roots of the La-
guerre polynomial Ln of the order of the photon number n [40]. With a large photon
number one recovers with Ln ∝ J0, as n � 1, the semiclassical description. Just as
is the case with the semiclassical description, a rotating-wave approximation of the
quantum TLS in (5.165), giving the celebrated Jaynes-Cummings model [41], is not
able to reproduce the tunneling-suppression phenomenon.

5.7 Laser control of quantum dynamics

The previous phenomenon of coherent destruction of tunneling is an example of a dy-
namical quantum interference effect by which the quantum dynamics can be mani-
pulated by an observer. More generally, the dependence of quasienergies on field
strength and frequency can be used to control the emission spectrum by either generat-
ing or by selectively eliminating specific spectral lines. For example, the near crossing
of quasienergies in a symmetric double well generates anomalous low-frequency lines
and — at exact crossing — doublets of intense even-harmonic generation (EHG) [10].
This latter phenomenon is intriguing: A symmetric system possesses inversion sym-
metry so that even harmonics are forbidden by selection rules valid to all orders in
perturbation theory. EHG thus precisely occurs at the exact crossings where tunnel-
ing can be frozen, so that a dynamically induced static dipole moment is generated.
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This control by a periodic continuous-wave driving can be generalized by recourse to
more complex perturbations. The goal by which a pre-assigned task for the output of
a quantum dynamics is imposed from the outside by applying a sequence of properly
designed (in phase and/or shape) pulse perturbations is known as quantum control
[8]. For example, a primary goal in chemical physics is to produce desired product
yields or to manipulate the atomic and molecular properties of matter [8, 42, 43]. As
an archetype situation, we present the control of the quantum dynamics of two coupled
electronic surfaces

ih̄
∂

∂t

 Ψg

Ψe

 =

 Hg −µ(R)E(t)

−µ(R)E∗(t) He

 Ψg

Ψe

 , (5.167)

where R denotes the nuclear coordinates and Hg,e are the Born-Oppenheimer Hamilto-
nians for the ground- (g) and excited- (e) field free surfaces, respectively. The surfaces
are coupled within the dipole approximation by the transition dipole operator µ(R) and
the generally complex-valued radiation field E(t). Notice that the structure in (5.167)
is identical to that obtained in the driven TLS. Following Kosloff, Hammerich, and
Tannor [43], the rate of change to the ground-state population ng(t) = 〈Ψg(t)|Ψg(t)〉
is readily evaluated to read

dng

dt
= 2 Re〈Ψg|Ψ̇g〉

= −
2

h̄
Im

(
〈Ψg(t)|µ(R)|Ψe(t)〉E(t)

)
. (5.168)

If we set with C(t) a real-valued function

E(t)→ E0(t) = 〈Ψe(t)|µ(R)|Ψg(t)〉C(t), (5.169)

we can freeze the population transfer (null-population transfer), with (5.169),

dng

dt
= 0, (5.170)

for all times t. In other words, the population in the ground electronic surface, and
necessarily also the population of the excited surface, remains fixed. If we were to
chose E(t) → iE0(t), it would cause population to be transferred to the upper state,
while E(t) → −iE0(t) would dump population down to the groundstate. Hence, by
controlling the phase of a laser, we can control the population transfer at will. This
phenomenon applies equally well to driven tunneling in a TLS. What can we achieve
if we manipulate the amplitude C(t)? The change in the energy of the ground state
surface, which can be varied by exciting specific ground-state vibrational modes, is
obtained as

dEg

dt
=

d

dt

〈Ψg(t)|Hg|Ψg(t)〉

〈Ψg(t)|Ψg(t)〉
. (5.171)
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Under the null-population-transfer condition in (5.169), this simplifies to [43]

dEg

dt
= −

2C(t)

h̄ng
Im 〈Ψg(t)|Hgµ(R)|Ψe(t)〉〈Ψe(t)|µ(R)|Ψg(t)〉. (5.172)

It follows that the sign of C(t) can be used to “heat” or “cool” the ground-state
wavepacket; the magnitude of C(t) in turn controls the rate of heating (or cooling).
With this scheme of phase and amplitude control of a laser pulse it is possible to
excite vibrationally the lower state surface while minimizing radiation damage either
by ionizing or by dissociating the corresponding quantum system.

5.8 Conclusions and outlook

In this chapter we presented a “tour of horizon” of the physics occurring in driven
quantum systems. The use and advantages of the Floquet-theoretical method and its
generalizations have been discussed. In particular, these methods provide a consistent
physical picture for intensity-dependent nonlinear quantum phenomena in terms of Flo-
quet modes and energy scales, as determined by corresponding quasienergy differences.
Not surprisingly, exactly solvable quantum problems with time-dependent potentials
are quite rare, Sect. 5.4. The Floquet method can be implemented rather effectively
in numerical calculation schemes, cf. Sect. 5.5, and, most importantly, they are non-
perturbative in nature, applicable to arbitrarily strong fields beyond the conventional
rotating-wave schemes. Its use in driven quantum systems results in new phenomena
such as frequency-shifts of resonances (Bloch-Siegert shifts), multi-photon transitions,
the result of coherent destruction of tunneling [9, 19] and related, the generation of
low-frequency radiation and intense even-harmonic generation. Finally, we discussed
the application of non-periodic, pulse-designed perturbations to control — a priori —
quantum properties such as the population transfer and reaction yields in laser driven
quantum processes.

Several topics remained untouched. For example, we mainly restricted the dis-
cussion to bound quantum states, to problems with a pure point spectrum for the
quasienergies. Interesting problems occur, however, also for driven quantum transport
that involves scattering states. Such examples are the quenching of transmission in
potential driven resonant tunneling diodes [44], or the driven quantum transport in
a periodic tight binding model [45, 46]. In situations where unbound quantum states
determine the physics (ionization, dissociation, decay of resonances, ac-driven tun-
neling decay, etc.), it is necessary to rotate the coordinates of the Hamiltonian into
the complex plane (complex scaling) [47]. This procedure results in complex-valued
quasienergies. For applications we refer the reader to the references given in [47].
Moreover, the problem of the effect of weak or even strong dissipation on the coher-
ent dynamics of driven systems was also not touched upon. The topic of quantum
dissipation, see chapter 4, extended to driven systems, is a nontrivial task. Now the
bath modes couple resonantly to differences of quasienergies rather than to unper-
turbed energy differences with the latter being of relevance when the time-dependent
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interaction is switched off. Consistent quantitative treatments of dissipation for driven
quantum systems are difficult, but represent a challenging area of timely research. First
interesting accomplishments have been put forward recently in Ref. [48]. Strong driv-
ing and moderate-to-strong dissipation are of particular importance for the intriguing
phenomenon of nonlinear Quantum Stochastic Resonance [49]. Also, we have mainly
addressed the driven dynamics in the deep quantum regime. Characteristic for driven
quantum systems is that these exhibit a chaotic dynamics in the classical limit. For the
phenomena occurring near the border line between quantum and classical dynamics,
where a full semiclassical description is appropriate, the reader is refered to chapter 6
on quantum chaos. With driven quantum systems containing a rich repertory for novel
phenomena, and providing us with the tool to control selectively the quantum dynam-
ics, we hope that the readers become invigorated to extend and enrich the physics of
strongly driven quantum systems with own original contributions.
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The phenomenon of tunneling is investigated for a symmetric double-well potential perturbed by a
monochromatic driving force. The analysis is based on a numerical treatment of the quantum map that
propagates the system over one period of the external force, and of the spectrum of its eigenphases
(quasienergies). The variety in the quasienergy spectrum, such as exact and avoided crossings, leads to
novel forms of coherent tunneling. In particular, for specific parameter values of the driving force, we
find almost complete localization of the wave packet in one of the wells.

PACS numbers: 82.90.+j, 03.65.Ge, 33.80.Be, 74.50.+r

The tunnel efrect was recognized long ago during the
heyday of quantum mechanics. In 1927, Hund [1] dem-
onstrated that quantum tunneling is of importance for in-
tramolecular rearrangements in pyramidal molecules
such as ammonia, as manifested by the tunnel splitting of
vibrational spectra. Our objective here is to study the
influence of periodic driving on such tunnel systems,
which may well lead to an enrichment of the dynamics.
In the present Letter, we report on analytical and numeri-
cal investigations of an archetypical model, a particle
moving in a symmetric double well, and driven by a
monochromatic (not kick-type) classical force. The
Hamiltonian defining this model reads

p' 1, x4
H(x, p) = ——x + +xS sincot .

2 4 64D

Here, we use dimensionless units. In particular, D
=Ett/htoo denotes the barrier height Ett in units of Atoo,
with coo denoting the angular frequency of harmonic os-
cillations on the bottom of each well, and t is measured in

units of the corresponding period 2tr/too. This model
Hamiltonian is of general interest: It characterizes the
physics of a wide class of systems, such as the transfer of
hydrogen in atoms and molecules along chemical bonds
[2], the transport of hydrogen isotopes or muons between
interstitial sites in metals [3,4] and macroscopic quantum
coherence phenomena in SQUIDs [5].

In the present work, we attempt to gain insight into the
deep quantum regime of this system. That is, we focus on
the parameter range of low barriers, such that D is of or-
der unity and, in the corresponding unperturbed problem,
there are only a few levels below the barrier. In addition,
we do not restrict ourselves to small amplitudes S of the
driving force. Consequently, we refrain from the use of
semiclassical or perturbative methods. Our approach is
based on the Floquet formalism and the concept of
quasienergies, as pioneered for the physics of atoms in in-
tense laser fields [6-10].Moreover, as our results show, a
two-level approximation would be insufFicient to analyze
driven tunneling: In general, the flow of probability be-
tween the two wells exhibits an intricate structure both in

space and time, and can no longer be described in terms

of the traditional concept of the tunnel splitting 3,. To
provide an adequate language, we adopt the concepts of
the temporal autocorrelation function (probability to
stay) and the local spectrum, well known, e.g. , in solid-
state physics [11]and quantum chaos [12,13].

Consider the propagator for the operator in (1) over a
single period T=2 /tcro of the external periodic force.
This unitary operator U is the generator of a quantum
map, i.e., applied iteratively to some initial state

I tiro), it
provides a stroboscopic, discrete-time evolution of the
wave function. In view of the Floquet theorem, the eigen-
states of the unitary operator U take the form Iyt, (nT))
=exp( —inst, T) I@k (0)), where n denotes the number of
time steps, and I@i,(t+T)) =I@k(t)). The quantities et„
defined modulo co, are referred to as quasienergies
[6-10]. They are functions both of the driving amplitude
S and the driving frequency co. The generalized parity
transformation P, x —x, t t+T/2, leaves the Ham-
iltonian (1) invariant. Thus, the Floquet functions can be
classified into states of even and odd parity, respectively
[14].

Given an initial wave packet I yto) and its time evolution
under U, the temporal autocorrelation function is defined
by

P. = I(v. I v o& I

' (2)

(3)
where g

' =lim~ N 'g„=oP„denotes the long-time
average of P„. The spectral counterpart of the autocorre-
lation function P„ is the two-point correlation function
P2"(g) of the local Floquet spectrum [13]. It is related
to P„by Fourier transformation and thus contains all the
frequencies involved in the time evolution of P„, weighted
according to their relative significance for this dynamics.

In the following, we will consider time evolutions start-
ing from one particular type of initial state: A Gaussian

Expanding both Itito) and Iy„) in the Floquet basis, and
using the role of the Floquet states as eigenfunctions of
U, one finds

P„=&
'+ g exp [in (s.—cp) T]

I (@.I tito) I
'I (@pI yp) I

',
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centered, say, in the left well, equivalent to the ground
state of the harmonic approximation of that well. This
initial state is defined independently of the Floquet basis,
and can readily be realized both in numerics and experi-
ments. Moreover, with this initial state, the deviation of
P„ from unity provides a first clue of the probability flow
into the opposite well. A quantity serving the same pur-
pose, but more specifically tailored to the symmetric
double-well problem, is the occupation probabilIty in the
left well,

1.0

0.6-

0.4-

0.2-

(a)

f 0
p„""'=„dx!y(x, nT)! '. (4)

The concepts introduced in Eqs. (2)-(4) will now be
used to discuss the variety in the Floquet spectrum, as
shows up in the (S,ru)-parameter space, and the conse-
quences for the tunneling behavior. Only in the opposite
limits of very slow (adiabatic) and very fast driving, re-
spectively, are the time scales of the unperturbed double
well and of the driving force completely separated, and
does the structure of the Floquet spectrum resemble that
of the unperturbed energy spectrum. In these two re-
gimes, tunneling can still be described in terms of an
effective tunnel splitting A, a.(S,ro). For finite S and co, it
turns out to be always enhanced, as compared to the un-
perturbed case, i.e., A,a )A [15]. The main focus of our
work, however, is the range of intermediate frequencies
between h, , the lowest characteristic frequency scale of
the unperturbed system, and coo. Here, the Floquet spec-
trum may lose any similarity to the energy spectrum in
the unperturbed case. Features of particular significance
are close encounters of levels, as a function of the param-
eters, since they lead to exceptionally long time scales in
the tunneling dynamics. If two quasienergies, approach-
ing each other, belong to different parity classes, they
form an exact crossing, whereas in the opposite case, a
crossing will be avoided.

A special class of avoided crossings is generated by res-
onances of the driving force with differences of unper-
turbed levels. Such resonances occur whenever a p-fold
multiple of the field quantum 6m coincides with a
difference !E„E!of unpert—urbed levels, and the pari-
ties of p and of !n —m! agree. These resonances are ex-
act for S 0, but evolve into avoided crossings for finite
S. As a specific member of this class, we consider the
resonance hco„=E3 E2, referred to as th—e fundamental
resonance. The other parameter values used are a=2
(this value renders the double well quite similar to the po-
tential that governs nitrogen tunneling in ammonia) and
S =10 . The time evolution of the autocorrelation P„,
Fig. 1(a), shows conspicuous quantum beats, quite
different from the familiar picture of tunneling in a dou-
ble well. Taking the Fourier spectrum of this time evolu-
tion to obtain the two-point correlation function of the lo-
cal spectrum, Fig. 1(b), reveals these beats as the result
of the superposition of mainly three frequencies, with
some minor contributions from other discrete lines.
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FIG. 1. Driven tunneling at an avoided crossing: (a) time
evolution, over the first 2X10 time steps, of the autocorrelation
function P„; (b) corresponding local quasienergy correlation
function (abscissa in arbitrary units); and (c) quasienergies in-
volved in the dynamics shown in (a) and (b), as a function of
the driving amplitude S, at the driving frequency m used in (a)
and (b). The parameter values are co=co, =0.876, the funda-
mental resonance (see text), and S=10, as indicated by the
vertical line in (c).

These three frequencies, in turn, can be identified by
analyzing the Floquet spectrum at the parameter values
chosen. Figure 1(c) represents a section, at ru =c0„,
through the a(S, ru) space. It shows how an avoided
crossing evolves out of the fundamental resonance, and
suggests associating the three frequencies dominating the
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local spectrum with the separations of the quasienergies
emerging from E 1, E2, and E3 —Ace„respectively.

Exact crossings of quasienergies can have even more
surprising consequences, as we will discuss now. Consid-
er the two lowest eigenstates of the unperturbed case:
They form the well-known doublet of a symmetric and an
antisymmetric state which is responsible for the familiar
tunneling phenomenon. With the driving force S
switched on (but still small), they evolve into two Floquet
eigenstates @„@„respectively, with similar shape and,
in particular, with the same parity as their unperturbed
counterparts. These two "lowest" Floquet states, there-
fore, allow for exact crossings of their respective quasien-
ergies, as functions of 5 and m. In fact, we find a one-
dimensional manifold in the (S,tu) plane where they
cross. The consequences of such crossings are intriguing:
The time scale for a wave packet prepared as a superposi-
tion (@,+ C, )/J2 to cross the barrier diverges, and so it
will remain localized in the initially populated well.

The results of a numerical investigation of this unex-
pected phenomenon are presented in Fig. 2. The parame-
ter values chosen here are 5 =3.17X10, co =0.01, and
again, D=2. Figure 2(a) shows the time evolution of P„
over the first 10 time steps. This time span corresponds
to about 20 times the period of the tunneling process in

the unperturbed system, i.e., h. =1.9x10 . The fact
that P„remains near unity, within 10%, is a first indica-
tion of a coherent suppression of tunneling. A more reli-
able measure of the transfer of probability to the opposite
well is p„"", plotted, in Fig. 2(b), over the same time win-

dow. Its deviation from unity does not even exceed 2.5%.
In Fig. 2(c), we compare the initial state with the state at
n =458, where P„reaches one of its minima. Even here,
both states approximately coincide. Finally, we also gen-
erated a finely resolved time evolution, over one period of
the driving force, of the two diagnostic quantities men-
tioned (not shown). It clearly excludes the possibility of
fast tunneling with the frequency of the driving force,
which could have escaped the stroboscopic description
used in all the other simulations.

We conclude this discussion of the coherent destruction
of tunneling at exact quasienergy crossings with some re-
marks on the role of the preparation of the initial state.
It is obvious, from Figs. 2(a)-2(c), that the localization
of the wave packet is not perfect. This is due to the fact
that we did not prepare the initial state as an exact super-
position (&, + &, )/v 2 of the two Floquet "ground
states, " but rather, as emphasized above, as a Gaussian
wave packet defined independently from the Floquet
basis. In the particular case studied here, it so happens
that the diAerence between these two states is not
significant: The true initial state is almost, but not com-
pletely, exhausted by the two Floquet states forming the
exact crossing, i.e., there is a very small but finite contri-
bution from "higher" Floquet states to the dynamics.
However, it is to be expected that this situation will be
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much less favorable at exact crossings formed by Floquet
states other than the two lowest ones.

The results reported in this Letter show that external
driving of a bistable quantum system gives rise to quite
complex and partially unexpected modifications of the fa-
miliar notion of tunneling. In particular, periodic driving
may slow down tunneling by any desired degree or even
suppress it altogether, in a perfectly coherent vvay. This
surprising effect is achieved by tuning the driving force to
a suitably chosen frequency in the vicinity of an exact
crossing of those two Floquet states that correspond to
the ground-state doublet of the unperturbed double well.
It enables localization of an otherwise bistable quantum
system in one of its metastable states. Since it occurs
along a one-dimensional manifold in the parameter space
spanned by frequency and amplitude of the driving force,
it should be readily observable in a variety of experimen-
tal situations: Possible applications range from quantum
chemistry (proton transfer, inversion motion of atoms in

pyramidal molecules such as NH3) to mesoscopic systems

FIG. 2. Driven tunneling at an exact crossing of the two
"lowest" quasienergies (see text): time evolution, over the first
10' time steps, of (a) the autocorrelation function P„and (b)
the occupation probability p,"" in the initially populated well;
(c) comparison of the initial state, the ground state of the har-
monic approximation of the left well (solid line), with the state
at n =458 (dashed line), in x representation. The dotted line in

(c) indicates the position of the double-well potential. The pa-
rameter values are m =0.01 and 5 =3.171 x 10
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(ac-driven SQUIDs) [16].
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