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The calculation of rate coefficients is a discipline of nonlinear science of importance to much of physics, 
chemistry, engineering, and biology. Fifty years after Kramers' seminal paper on thermally activated bar- 
rier crossing, the authors report, extend, and interpret much of our current understanding relating to 
theories of noise-activated escape, for w-hich many of the notable contributions are originating from the 
communities both of physics and of physical chemistry. Theoretical as well as numerical approaches are 
discussed for single- and many-dimensional metastable systems (including fields) in gases and condensed 
phases. The role of many-dimensional transition-state theory is contrasted with Kramers' reaction-rate 
theory for moderate-to-strong friction; the authors emphasize the physical situation and the close connec- 
tion between unimolecular rate theory and Kramers' work for weakly damped systems. The rate theory 
accounting for memory friction is presented, together with a unifying theoretical approach which covers 
the whole regime of weak-to-moderate-to-strong friction on the same basis (turnover theory). The pecu- 
liarities of noise-activated escape in a variety of physically different metastable potential configurations is 
elucidated in terms of the mean-first-passage-time technique. Moreover, the role and the complexity of es- 
cape in driven systems exhibiting possibly multiple, metastable stationary nonequilibrium states is 
identified. At lower temperatures, quantum tunneling effects start to dominate the rate mechanism. The 
early quantum approaches as well as the latest quantum versions of Kramers' theory are discussed, there- 
by providing a description of dissipative escape events at all temperatures. In addition, an attempt is 
made to discuss prominent experimental work as it relates to Kramers' reaction-rate theory and to indi- 
cate the most important areas for future research in theory and experiment. 
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214 Dissipative Quantum Systems

4.2 Description of dissipation in quantum mechanics

In classical physics damping may often be described by introducing a velocity propor-
tional term in the equation of motion. For a damped harmonic oscillator with mass M
and frequency ω0 one has

M
(
q̈ + γq̇ + ω2

0q
)

= 0, (4.1)

where q is the position of the oscillator and γ is the damping constant. By including a
fluctuating force ξ(t) on the right-hand-side one arrives at a so-called Langevin equation
which not only describes the damped average motion but also the fluctuations around it.
The velocity proportional damping term is often referred to as Ohmic damping because
an electrical circuit containing a resistance R, an inductance L, and a capacitance C
in series is described by (4.1), where q is the charge on the capacitor, ω0 = (LC)−1/2,
and γ = R/L. Obviously, in a classical description, damping may be introduced in a
rather phenomenological way without necessarily knowing the microscopic details of
the other degrees of freedom and their coupling to the degree of freedom of interest.

In quantum mechanics, the inclusion of dissipation requires more care because
quantum systems are described by a Hamilton operator which in the absence of time-
dependent external forces ensures conservation of energy. Several approaches have
been developed to circumvent this problem [3]. The most successful and rather general
approach, which also catches the physics discussed above, is based on the concept of a
reservoir of other degrees of freedom which will be discussed in the following section.
It will turn out that again knowledge of the microscopic details of the heat bath is
not necessarily needed. Although the system including the reservoir is described by
a time-independent Hamiltonian, the elimination of the bath degrees of freedom gives
rise to dissipation.

4.2.1 Hamiltonian for system and heat bath

We start out with one degree of freedom called system (S) which we view as a particle
of mass M moving in a potential V (q). The corresponding Hamiltonian reads

HS =
p2

2M
+ V (q), (4.2)

where p is the momentum conjugate to the position q of the particle. The bath (B) is
described by a set of harmonic oscillators

HB =
N∑

i=1

(
p2

i

2mi
+
mi

2
ω2

i x
2
i

)
. (4.3)

System and bath positions are coupled bilinearly according to

HSB = −q
N∑

i=1

cixi + q2
N∑

i=1

c2i
2miω2

i

. (4.4)
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Here, the last term, which does not depend on the bath coordinates, has to be included
for V (q) to be the bare potential. This can be seen by considering a free damped
particle, i.e. V (q) = 0, for which the Hamiltonian should be translationally invariant.
It is easy to check that this is indeed the case if we set ci = miω

2
i . This definition of

the coupling constants leaves sufficient free parameters as we will see later. Omission
of the last term in (4.4) would lead to a potential renormalization which would turn
the free particle into a harmonically bound one.

The total Hamiltonian

H = HS +HB +HSB (4.5)

was used by various authors to study dissipative quantum systems for the special case
of a harmonic potential V (q) [4]. Probably the first proof that (4.5) in this case leads
to dissipation can be found in the lucid paper by Magalinskĭı [5]. Later, Zwanzig [6]
within a classical description generalized the approach to nonlinear potentials. Most of
the early work was aimed at applications in quantum optics and spin relaxation where
the coupling to the heat bath is usually weak. More recently, Caldeira and Leggett [7]
emphasized that the Hamiltonian (4.5) is also applicable to strongly damped systems
and used it to describe dissipative tunnel systems. In the solid state physics community
it is therefore often referred to as Caldeira-Leggett Hamiltonian.

While the Hamiltonian (4.5) incorporates in some sense the microscopic origin of
dissipation, it does not really represent a microscopic model. For example, we could
treat the LCR-circuit mentioned above quantum mechanically without a microscopic
model of a resistor. Instead, as will become clear from the following discussion, we
may choose the parameters in (4.3) and (4.4) in such a way that we effectively model
the damping term in (4.1) by means of the virtual bath oscillators. However, there
are cases where a microscopic derivation is feasible. As an example, we mention the
dissipation caused by quasiparticles in a superconducting tunnel junction [8] which is
discussed in Chapter 3.

Of course, not every dissipative system may be described in terms of the Hamil-
tonian (4.5). On the other hand, this model gives a correct description for a wide
variety of quantum dissipative systems, and maybe equally important, it allows for an
analytical treatment.

4.2.2 Elimination of the heat bath

We now want to prove that the Hamiltonian (4.5) indeed describes dissipation if we
are interested in the system degree of freedom only. To this end, we first write down
the Heisenberg equations of motion which we solve for the reservoir degrees of freedom.
This gives us an effective equation of motion which may then be compared with the
classical damped equation of motion. Employing the Heisenberg equation of motion

dA

dt
=

i

h̄
[H,A], (4.6)
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we obtain the (operator) equations of motion

q̈ +
1

M

(
dV

dq
+ q

N∑

i=1

c2i
miω2

i

)
=

1

M

N∑

i=1

cixi (4.7)

for the system and

ẍi + ω2
i xi =

ci
mi

q (4.8)

for the bath degrees of freedom. Considering q(t) as given, (4.8) is formally solved by

xi(t) = xi(0) cos(ωit) +
pi(0)

miωi

sin(ωit) +
∫ t

0
ds

ci
miωi

sin (ωi(t− s)) q(s). (4.9)

We eliminate the bath degrees of freedom by inserting this solution into the inhomo-
geneity of (4.7) and arrive at an effective operator equation for our system. By partial
integration we obtain

Mq̈ +M
∫ t

0
dsγ(t− s)q̇(s) +

dV

dq
= ξ(t) (4.10)

where the damping kernel is given by

γ(t) =
1

M

N∑

i=1

c2i
miω2

i

cos(ωit). (4.11)

The inhomogeneity

ξ(t) =
N∑

i=1

ci

[(
xi(0) − ci

miω
2
i

q(0)

)
cos(ωit) +

pi(0)

miωi

sin(ωit)

]
(4.12)

represents a fluctuating force and depends on the initial conditions of both the system
and the bath. Its equilibrium expectation value (for the definition see (4.38) below)
with respect to the heat bath including the coupling to the system, i.e. HB + HSB,
vanishes.

4.2.3 Spectral density of bath modes

So far, we have considered a heat bath with a finite number of harmonic oscillators. If
the system is also a harmonic oscillator, we may choose a normal mode representation
and convince ourselves that the whole system will return to its initial state after a
finite time, the Poincaré recurrence time [9]. In order to actually describe dissipation,
this time has to be very long which certainly is the case for a continuous distribution
of bath modes. We therefore take the limit N → ∞ and replace sums by integrals. It
is convenient to introduce the spectral density of bath modes as

J(ω) = π
N∑

i=1

c2i
2miωi

δ(ω − ωi). (4.13)
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This quantity contains information on the frequencies of the modes and their coupling
to the system and is in fact sufficient to characterize the heat bath. By appropriately
choosing the parameters ci, mi, and ωi we may model any spectral density of bath
modes. This is even true if we set ci = miω

2
i as we did on page 215. In Section 3.4.1 it

is shown how for an electrical circuit the impedance is related to the spectral density
J(ω).

With (4.11) and (4.13) we may relate the spectral density of bath modes to the
damping kernel by

γ(t) =
2

M

∫ ∞

0

dω

π

J(ω)

ω
cos(ωt). (4.14)

Setting J(ω) = Mγω, we obtain the Ohmic damping kernel γ(t) = 2γδ(t). Since the
integral in (4.10) ends at s = t, the delta function counts only half, and we thus obtain
the damping term introduced in (4.1). The Ohmic model represents the prototype for
damping and is therefore often used. However, it is not very realistic in its strict form
because the spectral density of bath modes diverges for large frequencies. In practice,
one always has a cutoff which may take different forms. One possibility is the so-called
Drude model where the spectral density

J(ω) = Mγω
ω2

D

ω2 + ω2
D

(4.15)

behaves like in the Ohmic case for small frequencies but goes smoothly to zero above
the Drude frequency ωD. Together with (4.14), we get for the damping kernel at times
t > 0

γ(t) = γωDe−ωDt. (4.16)

The damping strength defined as the integral over the damping kernel

γ0 =
∫ ∞

0
dtγ(t) (4.17)

yields γ0 = γ like in the Ohmic case. However, the damping kernel (4.16) exhibits
memory on the time scale

τc =
1

γ0

∫ ∞

0
dt tγ(t) (4.18)

with τc = ω−1
D in the Drude model. If we are not interested in time scales shorter than

τc, which usually is the case if ωD represents the largest frequency scale, these memory
effects may often be neglected, and the Ohmic model may be employed instead.

4.2.4 Rubin model

A rather nontrivial damping kernel is obtained by considering a heavy particle (the
system) of mass M coupled to two semi-infinite chains of harmonic oscillators (the
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Fig. 4.1: Mechanical realization of the Rubin model.

heat bath) with masses m and coupling constants K, the so-called Rubin model [10]
shown in Fig. 4.1. The corresponding Hamiltonian is given by

H =
p2

2M
+ V (q) +

∞∑

n=1

p2
n

2m
+
K

2

∞∑

n=1

(xn+1 − xn)2 +
K

2
(q − x1)

2 (4.19)

where we have taken into consideration only the right part of the oscillator chain. Due
to the symmetry the left chain may later be accounted for in the spectral density J(ω)
by an additional factor of two. The Hamiltonian (4.19) couples the bath oscillators
and is therefore not of the form (4.5). However, the reservoir contribution may be
diagonalized by means of the ansatz

xn =

√
2

π

∫ π

0
dk sin(kn)x̃(k). (4.20)

Together with the relation

+∞∑

n=−∞

eink = 2π
+∞∑

n=−∞

δ (k − 2πn) , (4.21)

we arrive at the transformed Hamiltonian

H =
p2

2M
+ V (q) +

1

2m

∫ π

0
dk p̃(k)2 + 2K

∫ π

0
dk x̃(k)2 sin2(k/2)

−q
√

2

π
K
∫ π

0
dk x̃(k) sin(k) +

K

2
q2 (4.22)

where p̃(k) denotes the momentum conjugate to x̃(k). For the coupling constant cor-
responding to ci we obtain by comparison with (4.4)

c(k) =

√
2

π
K sin(k). (4.23)

The frequencies of the bath oscillators form a continuous spectrum with

ω(k) = ωL sin(k/2) (4.24)
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and a maximum frequency

ωL = 2

√
K

m
. (4.25)

Inserting these results into (4.13) and accounting also for the left oscillator chain, we
find for the spectral density of bath oscillators

J(ω) =
2K2

mωL

∫ π

0
dk

sin2(k)

sin(k/2)
δ(ω − ωL sin(k/2)). (4.26)

With (4.14), we obtain for the damping kernel

γ(t) =
4K

Mπ

∫ π

0
dk cos2(k/2) cos (ωLt sin(k/2)) . (4.27)

The integral may be expressed in terms of a Bessel function of the first kind

γ(t) = rωL
J1(ωLt)

t
(4.28)

where we introduced the mass ratio r = m/M . Making use of the asymptotic expansion
of the Bessel function, we get for the damping kernel at long times

γ(t) = r

√
2ωL

π

sin(ωLt− π/4)

t3/2
for t→ ∞ (4.29)

which in contrast to the Drude case decays only algebraically. In addition, the damp-
ing kernel is not always positive. Nevertheless, the integrated damping strength, which
equals rωL, is positive, indicating that the two chains of oscillators indeed cause dis-
sipation. The memory introduced by coupling to the chains is determined by the
characteristic frequency of the chains with τc = ω−1

L as can be seen by evaluating
(4.18) for the damping kernel (4.28).

4.3 Density matrices

Before we can continue by considering specific systems, we have to remind ourselves of
some facts from quantum statistical mechanics. In ordinary quantum mechanics a state
is described by a state vector |ψ〉. In quantum statistics this is no longer sufficient,
and one has to introduce density matrices of the general form

ρ =
∑

n,m

ρnm|n〉〈m| (4.30)

where the states |n〉 form a complete set. The density matrix should be normalized
according to

tr(ρ) =
∑

k

〈k|ρ|k〉 = 1. (4.31)
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Again, the sum runs over a complete set of states. A pure state would be represented
by ρ = |ψ〉〈ψ|. However, often only probabilities pn are known with which the states
|n〉 are found. The lack of phase information then makes it impossible to describe the
state by a state vector. Instead we have to use the density matrix

ρ =
∑

n

pn|n〉〈n|. (4.32)

One can show that tr(ρ2) ≤ 1, where the equality only holds for density matrices
describing pure states.

The most prominent example of a density matrix is the equilibrium density matrix

ρβ =
1

Zβ
e−βH =

1

Zβ

∑

n

e−βEn |n〉〈n| (4.33)

where |n〉 are energy eigenstates and the probabilities pn are given by Boltzmann
weights at inverse temperature β = 1/kBT . The normalization is provided by the
partition function

Zβ = tr
(
e−βH

)
. (4.34)

The equation of motion for a density matrix is obtained by differentiating (4.30)
with respect to time and employing the time-dependent Schrödinger equation. This
leads us to

ρ̇(t) = −iL(t)ρ(t) (4.35)

where the Liouville operator

LX =
1

h̄
[H,X] (4.36)

represents a superoperator acting on an operator X. At first sight, (4.35) looks like
a Heisenberg equation of motion. However, there is an extra minus sign and in fact
(4.35) was derived within the Schrödinger picture.

Finally, we may express expectation values of observables through the density ma-
trix as

〈A〉 = tr(ρA) (4.37)

where the equilibrium expectation value

〈A〉β = tr(ρβA) (4.38)

taken with respect to the equilibrium density matrix as indicated by the subscript β
plays an important role.
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4.4 Linear damped systems

As a first example we discuss one of the simplest dissipative quantum systems, the
damped harmonic oscillator. The corresponding Hamiltonian is given by (4.2)–(4.5)
with the potential

V (q) =
M

2
ω2

0q
2. (4.39)

Because of its linear equation of motion, the problem may be solved exactly not only
in the classical but also the quantum case.

We start out by recapitulating some facts from linear response theory. In particular,
we introduce the response function (Section 4.4.1) and derive the fluctuation-dissipation
theorem (Section 4.4.2). While linear response theory is exact for linear systems like
the damped harmonic oscillator, the concepts presented here may also be useful when
considering nonlinear systems.

The fluctuation-dissipation theorem will allow us to make a connection between
the damped motion as given by the response function and the fluctuations described
by correlation functions. In Section 4.4.3 we discuss in some detail the equilibrium
correlation functions of the damped harmonic oscillator while paying special attention
to the low temperature properties. The free damped particle is obtained as a limiting
case in Section 4.4.4.

4.4.1 Response function

In linear response theory one considers the influence of an external force on the system
to first order in this force. The starting point therefore is the Hamiltonian

H(t) = H − hG(t)G (4.40)

which in general may depend on time and where the first part is given by (4.5). G
is an operator acting only in the Hilbert space of the system while hG is a c-number
which should vanish for negative times. Such a situation was already discussed in
Section 1.2.3 where the Kubo-Greenwood formula for the conductivity was derived
within linear response theory.

Our aim is now to calculate the deviation

∆〈F (t)〉 = 〈F (t)〉 − 〈F 〉β (4.41)

of the expectation value of the system operator F in presence of an applied force from
its equilibrium value 〈F 〉β taken for hG = 0. The time evolution of the expectation
value 〈F (t)〉 in the Schrödinger picture is governed by the time evolution of the density
matrix according to (4.35). Decomposing the Liouville operator

L = L0 + L1 (4.42)

with

L0X =
1

h̄
[H,X] (4.43)
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and

L1X = −1

h̄
[G,X]hG(t), (4.44)

we may formally solve the equation of motion for the density matrix as

ρ(t) = e−iL0tρ(0) − i
∫ t

0
ds e−iL0(t−s)L1(s)ρ(s). (4.45)

Assuming that the external force has been absent for negative times, we may replace
the initial density matrix ρ(0) by the equilibrium density matrix. Iteration of the
integral equation then yields [11]

ρ(t) = ρβ − i
∫ t

0
ds e−iL0(t−s)L1(s)ρβ + O(h2

G). (4.46)

Within linear response theory the iteration is carried out only up to first order. As
already mentioned this is exact for linear systems and otherwise represents a good
approximation for sufficiently weak forces, i.e. small hG.

With (4.46) we get for the time dependence of the expectation value of F up to
first order in hG

〈F (t)〉 = 〈F 〉β +
i

h̄

∫ t

0
ds tr

(
F e−iL0(t−s)[G, ρβ]

)
hG(s). (4.47)

By means of the relation

exp(−iL0t)X = exp
(
− i

h̄
H0t

)
X exp

(
i

h̄
H0t

)
(4.48)

and the cyclic invariance of the trace, we may switch from the Schrödinger to the
Heisenberg picture by letting the exponential containing the Liouville operator generate
the time dependence of the operator F . This leaves us finally with

∆〈F (t)〉 =
i

h̄

∫ t

0
ds tr([F (t− s), G]ρβ)hG(s). (4.49)

This result, which establishes a linear relation between the external force hG con-
jugate to the system operator G and the response of the observable F , allows us to
define a response function χFG as

∆〈F (t)〉 =
∫ t

0
dsχFG(t− s)hG(s). (4.50)

Comparison with (4.49) finally yields [11]

χFG(t) =
i

h̄
〈[F (t), G]〉βΘ(t) (4.51)

where we introduced a step function Θ(t) which makes causality manifest.
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As an example, we consider the response function χqq of the damped harmonic
oscillator which may now be obtained by taking the commutator of the equation of
motion (4.10) with q(0). Since the commutator with the noise term (4.12) vanishes,
we find that the response function obeys the differential equation

χ̈qq(t) +
∫ t

0
dsγ(t− s)χ̇qq(s) + ω2

0χqq(t) = 0 (4.52)

with the initial conditions

χqq(0) =
i

h̄
〈[q(0), q(0)]〉β = 0 (4.53)

and

χ̇qq(0) =
i

Mh̄
〈[p(0), q(0)]〉β =

1

M
. (4.54)

Two comments are now in order. Firstly, (4.52) could have been obtained more di-
rectly by making use of (4.50) and (4.10). However, our derivation has lead to the
relation (4.51) which will be of importance later on. Secondly, (4.52) is identical to the
corresponding classical equation for the response function. Thus, the classical response
function for the damped harmonic oscillator and its quantum version are identical.
This is a direct consequence of the Ehrenfest theorem.

Unfortunately, it is not possible to evaluate the response function for arbitrary
damping kernel in closed form. However, we may determine the corresponding dynamic
susceptibility

χ̃qq(ω) =
∫ +∞

−∞
dt χqq(t)e

iωt = χ̂qq(−iω) (4.55)

where we introduced the Laplace transform

χ̂qq(z) =
∫ ∞

0
dt e−ztχqq(t) (4.56)

and made use of causality. From (4.52) together with the initial conditions (4.53) and
(4.54) we find

χ̃qq(ω) =
1

M

1

−ω2 − iωγ̃(ω) + ω2
0

. (4.57)

A valid damping kernel will lead to poles of (4.57) in the lower half plane to ensure
causality of the response function.

For Ohmic damping with γ̃(ω) = γ the inverse Fourier transform may be performed,
and one obtains the response function

χqq(t) =
1

Mω̄
e−γt/2 sin (ω̄t) Θ(t) (4.58)

with a frequency

ω̄ =

√

ω2
0 −

γ2

4
(4.59)

shifted due to the damping.
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4.4.2 Fluctuation-dissipation theorem

We now calculate the power

P =
∑

F

hF (t)
d

dt
∆〈F (t)〉 (4.60)

dissipated due to all external forces hF (t) in order to relate the response function to
dissipation. The change in the expectation value of the observable F is induced by
external forces conjugate to all observables G

hG(t) = h̃G(ω)e−iωt + h̃∗G(ω)eiωt (4.61)

which we take to be monochromatic for convenience. From (4.50) we obtain together
with (4.55)

d

dt
∆〈F (t)〉 = −

∑

G

iω
[
h̃G(ω)e−iωtχ̃FG(ω) − h̃∗G(ω)eiωtχ̃FG(−ω)

]
. (4.62)

For the dissipated power (4.60) averaged over one period of the driving forces we thus
find

P̄ =
∑

F,G

2ωh̃∗F (ω)h̃G(ω)χ̃d
FG(ω). (4.63)

This expression contains the dissipative part of the dynamic susceptibility

χ̃d
FG(ω) =

1

2i
(χ̃FG(ω) − χ̃GF (−ω)) (4.64)

which depending on the time reversal symmetry of the observables is given by the
imaginary or real part of the dynamic susceptibility.

Equilibrium fluctuations may be described by equilibrium correlation functions

CFG(t) = 〈F (t)G(0)〉β (4.65)

which are defined according to (4.38). The definition may be used to show stationarity

〈F (t)G(0)〉β = 〈F (0)G(−t)〉β (4.66)

by exploiting the cyclic invariance of the trace. Using the same technique one can
derive the symmetry

CFG(t) = CGF (−t− ih̄β). (4.67)

Introducing the spectral function

C̃FG(ω) =
∫ +∞

−∞
dt CFG(t)eiωt, (4.68)
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this relation turns into

C̃FG(ω) = C̃GF (−ω)eβh̄ω. (4.69)

It is convenient to introduce the symmetrized and the antisymmetrized equilibrium
correlation functions

SFG(t) =
1

2
〈F (t)G(0) +G(0)F (t)〉β (4.70)

and

AFG(t) =
1

2i
〈F (t)G(0) −G(0)F (t)〉β, (4.71)

respectively. For the Fourier transform of the antisymmetrized equilibrium correlation
function we then find with (4.69)

ÃFG(ω) =
1

2i
(1 − e−h̄βω)C̃FG(ω). (4.72)

Making use of the result (4.51) of linear response theory, our expression (4.64) for
the dissipative part of the dynamic susceptibility becomes

χ̃d
FG(ω) =

i

h̄
ÃFG(ω) (4.73)

or in view of (4.72)

χ̃d
FG(ω) =

1

2h̄
(1 − e−h̄βω)C̃FG(ω). (4.74)

This relation is called fluctuation-dissipation theorem [12] because it relates the dissipa-
tive part χ̃d

FG(ω) of the dynamic susceptibility to the equilibrium fluctuations described
by its spectral function C̃FG(ω).

4.4.3 Correlation functions of the damped harmonic oscillator

The fluctuation-dissipation theorem was derived within linear response theory and is
therefore an exact relation for the damped harmonic oscillator. Following Ref. [13] we
may thus use the theorem to determine the equilibrium correlation functions for this
system. It is sufficient to calculate the position autocorrelation function

Cqq(t) = 〈q(t)q(0)〉β (4.75)

from which we may obtain the other correlation functions

Cpq(t) = −Cqp(t) = M
d

dt
Cqq(t) (4.76)

Cpp(t) = −M2 d2

dt2
Cqq(t) (4.77)
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by differentiation with respect to time. These expressions may be derived by using
p = Mq̇ and the stationarity (4.66) of equilibrium correlation functions.

The fluctuation-dissipation theorem allows us to express the equilibrium position
autocorrelation function in terms of the imaginary part of the dynamical susceptibility
(4.57). We consider specifically the case of Ohmic damping for which analytical results
may be obtained. After a Fourier transformation the fluctuation-dissipation theorem
reads

Cqq(t) =
h̄

Mπ

∫ +∞

−∞
dω

γω

(ω2 − ω2
0)

2 + γ2ω2

e−iωt

1 − e−βh̄ω
. (4.78)

Making use of the relation

1

1 − e−βh̄ω
=

1

2
+

1

2
coth

(
h̄βω

2

)
, (4.79)

we decompose the correlation function Cqq(t) = Sqq(t)+ iAqq(t) into its symmetric part

Sqq(t) =
h̄

2πM

∫ +∞

−∞
dω

γω

(ω2 − ω2
0)

2 + γ2ω2
coth

(
1

2
βh̄ω

)
cos(ωt) (4.80)

and its antisymmetric part

Aqq(t) = − h̄

2πM

∫ +∞

−∞
dω

γω

(ω2 − ω2
0)

2 + γ2ω2
sin(ωt) (4.81)

which agree with the definitions (4.70) and (4.71), respectively. The antisymmetric
correlation function may be evaluated by complex contour integration yielding

Aqq(t) = − h̄

2Mω̄
e−γ|t|/2 sin(ω̄t). (4.82)

According to (4.71), this correlation function is related to a commutator which should
be zero in the classical limit. This is indeed the case as one can readily see by taking
the limit h̄ → 0. It should be noted, however, that (4.82) does not contain specific
quantum effects but is directly related to the classical response function (4.58) by

χqq(t) = −2

h̄
Aqq(t)Θ(t) (4.83)

which is a consequence of (4.51) and (4.71).
For the evaluation of the symmetric correlation function (4.80), we first decompose

the hyperbolic cotangent as

coth
(

1

2
h̄βω

)
=

2

βh̄ω

(
1 + 2

∞∑

n=1

ω2

ν2
n + ω2

)
(4.84)

where we have introduced the so-called Matsubara frequencies

νn =
2π

h̄β
n. (4.85)
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It is interesting at this point to discuss the physical significance of the terms appearing
in (4.84). The h̄ in the prefactor cancels with the prefactor of the integral (4.80) so
that the first term in the brackets of (4.84) is independent of h̄ and proportional to
the temperature. It therefore represents the classical result. The sum in (4.84), on the
other hand, gives rise to quantum corrections which are present here in contrast to the
antisymmetric correlation function.

The integrand of (4.80) has poles at

ω = ±
(
ω̄ ± i

γ

2

)
(4.86)

with ω̄ defined by (4.59). In view of (4.84), there are additional poles at ω = ±iνn.
Evaluating the integral by complex contour integration one obtains after some straight-
forward calculation for the symmetric correlation function

Sqq(t) =
h̄

2Mω̄

exp
(
−γ

2
|t|
)

cosh(h̄βω̄) − cos(h̄βγ/2)
[sinh(h̄βω̄) cos(ω̄t) + sin(h̄βγ/2) sin(ω̄|t|)]

− 2γ

Mβ

∞∑

n=1

νne−νn|t|

(ν2
n + ω2

0)
2 − γ2ν2

n

. (4.87)

In the classical limit h̄→ 0, which here is equivalent to the high temperature limit,
this becomes

Sqq(t) =
1

Mβω2
0

exp(−γ
2
|t|)

[
cos(ω̄t) +

γ

2ω̄
sin(ω̄|t|)

]
. (4.88)

According to (4.75) and (4.77), the classical second moments of position and momentum
are then obtained as

〈q2〉β =
kBT

Mω2
0

(4.89)

〈p2〉β = MkBT . (4.90)

Quantum effects come into play if we lower the temperature so that no longer
kBT � h̄ω0. Since these effects already exist in the undamped case, it is more inter-
esting to consider another regime which is present for finite damping only. Comparing
the exponential decay of the different terms in (4.87), we notice that the first term
determines the long time behavior only if h̄γ/4πkBT � 1, i.e. for sufficiently weak
damping or for sufficiently high temperatures. Otherwise, the exponential decay with
a time constant given by the Matsubara frequency ν1 will dominate the long time be-
havior. In contrast to the assumption made in standard weak coupling theories, the
decay of the correlation function is then no longer governed by the damping constant.
This becomes especially apparent at zero temperature. With decreasing temperature
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the Matsubara frequencies νn get closer to each other and at zero temperature all of
them contribute. We may then replace the sum in (4.87) by an integral

lim
β→∞

2γ

Mβ

∞∑

n=1

νne−νnt

(ν2
n + ω2

0)
2 − γ2ν2

n

=
h̄γ

πM

∫ ∞

0
dx

xe−xt

(x2 + ω2
0)

2 − γ2x2
(4.91)

which may be expressed in terms of exponential integral functions. The leading long
time behavior, however, may easily be obtained by replacing the integrand by its
behavior for small values of the integration variable. One thus finds that all exponential
terms act together to produce an algebraic decay of the correlation function

Sqq(t) = − h̄γ

πMω4
0

1

t2
for t→ ∞. (4.92)

This behavior is not purely academic because it can be found at low but finite temper-
atures at intermediate times before the exponential decay takes over [14].

After the long time behavior we now take a look at the second moments of position
and momentum, i.e. the correlation functions at time zero, at zero temperature. With
(4.87) and (4.91) one finds after evaluation of the integral at t = 0

〈q2〉β =
h̄

2Mω̄

[
1 − 2

π
arctan

(
γ

2ω̄

)]
(4.93)

which for γ → 0 reduces to the correct quantum mechanical result for the undamped
oscillator 〈q2〉β = h̄/2Mω0. In contrast, the second moment of the momentum diverges
for any finite damping as can be seen from (4.80) by differentiating twice with respect
to time. This ultraviolet divergence is due to the spectral density which for Ohmic
damping increases proportional to frequency. Therefore, one has to introduce a cut-
off for the spectral density like in the Drude model (4.15). The memoryfree Ohmic
damping kernel is then broadened and the divergence removed.

4.4.4 Free damped particle

A free damped particle can be viewed as a particle subject to damping moving in
a harmonic potential with ω0 → 0. In contrast to the damped harmonic oscillator
discussed in the previous section, the particle is no longer bounded and exhibits diffusive
motion.

From (4.80) it is obvious, that the second moment of the position Sqq(0) does not
exist since for the free particle the integrand diverges at small frequencies. This is of
course a consequence of the fact that the particle is not bounded but may be found
everywhere. Therefore, we introduce the mean square displacement

s(t) = 〈(q(t) − q(0))2〉β (4.94)

which is related to the symmetric position autocorrelation function by

s(t) = 2
[
〈q2〉β − Sqq(t)

]
. (4.95)
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For any finite temperature, the long time behavior of s(t) is given by the first term
in (4.87). In the limit ω0 → 0, one finds

s(t) =
2

Mβγ
t for t→ ∞ (4.96)

with the leading corrections being time-independent. This represents the classical
diffusive behavior for which a diffusion constant can be defined as

D =
1

2
lim
t→∞

s(t)

t
. (4.97)

From (4.96) we thus get the so-called Einstein relation [15]

D =
kBT

Mγ
(4.98)

which in slightly different form appeared already in (1.6). Quantum fluctuations do
not affect this result even for very low temperatures except that the time after which
(4.96) is valid may become quite large. For zero temperature, however, the diffusion
constant vanishes, and thus the mean square displacement no longer increases linearly
for long times. In this case the infinite sum in (4.87) determines the long time behavior.
The latter is obtained from the integral representation (4.91) in the limit ω0 → 0. For
long times the integral is again dominated by small values of the integration variable.
We obtain

s(t) =
2h̄

πMγ
log(γt) for t→ ∞. (4.99)

In the absence of thermal fluctuations the mean square displacement thus grows only
logarithmically [16].

4.5 Short introduction to path integrals

The path-integral formalism has been quite successful in recent years in the context
of quantum dissipative systems. This formalism was originally invented by Feynman
[17] as an alternative formulation of quantum mechanics which can be shown to be
equivalent to the more familiar Schrödinger equation approach. Here, we do not want
to go into the mathematical subtleties of path integrals but give a more practical
introduction as far as it will be needed in the following.

The time evolution of a state |Ψ〉 of an undamped quantum system is governed by
the time-dependent Schrödinger equation

ih̄
∂

∂t
|Ψ〉 = H|Ψ〉 (4.100)
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where H is the Hamiltonian describing the system. For a time-independent Hamilto-
nian we may formally integrate (4.100) to obtain the time evolution of the initial state
|Ψ(0)〉 according to

|Ψ(t)〉 = exp
(
− i

h̄
Ht
)
|Ψ(0)〉. (4.101)

Introducing the propagator in coordinate representation from the initial position qi to
the final position qf

G(qf , qi, t) = 〈qf | exp
(
− i

h̄
Ht
)
|qi〉, (4.102)

which was already encountered in the discussion of Green functions in Section 1.2.2,
we may express the time evolution of a state as

Ψ(qf , t) =
∫

dqiG(qf , qi, t)Ψ(qi, 0) (4.103)

where we have to integrate over all initial positions.
One of the advantages of the path-integral formulation of quantum mechanics is

the absence of operators. Instead, one uses the classical action S[q] which is defined
by the classical Lagrange function L(q, q̇, t) as

S[q] =
∫ t

0
ds L(q, q̇, s). (4.104)

In contrast to a function like the Lagrange function L which relates a number to a
number, the action is a functional which relates a function to a number. Here, the
function is the path q(s) starting at time s = 0 and ending at s = t. According to
Feynman the propagator (4.102) may now be written as

G(qf , qi, t) =
∫ q(t)=qf

q(0)=qi

Dq exp
(

i

h̄
S[q]

)
. (4.105)

The right-hand-side represents a path integral or functional integral. In analogy to
the difference between a function and a functional, this integral does not run over
an interval as usual, but one has to integrate over all paths satisfying the boundary
conditions q(0) = qi and q(t) = qf . To distinguish between integrals and path integrals,
we have replaced the “d” by a “D”. We do not want to prove the validity of (4.105)
here, but refer the reader to the literature [18].

The physical meaning of (4.105) becomes clear by first considering the classical limit
h̄ → 0. In this case, the integrand will oscillate very rapidly and the contributions of
neighboring paths will cancel. The only exception are extrema of the action, i.e. paths
where its first variation vanishes. This is of course equivalent to Hamilton’s principle
of classical mechanics. Hence, in the classical limit, only the classical paths contribute
to the propagator. In the quantum regime, other paths also contribute and the most
important contributions come from fluctuations around the classical paths. In the
remainder of this section we assume for simplicity that there is just one classical path.



4.5 Short introduction to path integrals 231

Although we do not have to deal with operators anymore, it can be quite hard to
evaluate the path integral and to get an exact result for the propagator. However,
it is often possible to make a so-called semiclassical approximation where fluctuations
around the classical path are treated up to second order. According to our above
discussion, the classical path qcl gives the dominant contribution to the path integral.
It therefore makes sense to expand the paths around the classical path according to

q(s) = qcl(s) + ξ(s). (4.106)

Since the classical path satisfies the boundary conditions, the fluctuations ξ(s) have to
vanish at times s = 0 and t. Accordingly, we expand the action

S[q] = S[qcl] +
∫ t

0
ds

δS

δq(s)

∣∣∣∣∣
qcl
ξ(s)

+
1

2

∫ t

0
ds
∫ t

0
du

δ2S

δq(s)δq(u)

∣∣∣∣∣
qcl
ξ(s)ξ(u) + . . . (4.107)

where δ denotes the functional derivative. Since the classical path is a stationary
point of the action, the second term on the right-hand-side of (4.107) vanishes. The
first quantum corrections are thus described by the term which is quadratic in the
fluctuations. For actions which are at most quadratic in the path, e.g. for the free
particle and the harmonic oscillator, the expansion will break off after the second
term. Therefore, taking into account only the terms given in (4.107) will then yield
an exact result. In general, however, there will be higher order terms. If h̄ can be
taken to be small, the exponential in (4.105) represents a Gaussian in the vicinity of
the classical path. Its width h̄ limits the possible fluctuations to be of order

√
h̄ or

less. The quadratic term in (4.107) is therefore of order 1 while higher order terms are
smaller by at least a factor

√
h̄. As a consequence, restriction to the quadratic term

implies a semiclassical approximation.
For damped quantum systems it is not sufficient to consider the propagator because

we do not deal with pure states. We rather have to treat density matrices, the most
important of which is of course the equilibrium density matrix introduced in (4.33). If
we write the equilibrium density matrix in its coordinate representation

ρβ(q, q′) =
1

Zβ
〈q|e−βH |q′〉, (4.108)

we notice that this is quite similar to the expression (4.102) for the propagator. A
comparison of the two exponents suggests to interpret the temperature as an imaginary
time t = −ih̄β. By further exploiting this analogy, we may express the equilibrium
density matrix in terms of a path integral. We call this an imaginary-time path integral
in order to distinguish it from the real-time path integral (4.105).

We convert the real-time path integral into an imaginary-time path integral by
considering the action, which for a particle of mass M moving in a potential V (q) is
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given by

S[q, t] =
∫ t

0
ds


M

2

(
dq

ds

)2

− V (q)


 (4.109)

where we specified the final time t as argument of S explicitly for sake of clarity.
Replacing t by −ih̄β and substituting s by −iτ we obtain

S[q,−ih̄β] = i
∫ h̄β

0
dτ


M

2

(
dq

dτ

)2

+ V (q)


 . (4.110)

It is convenient to rewrite this equation as

S[q,−ih̄β] = iSE[q, h̄β] (4.111)

by introducing the so-called Euclidean action

SE[q, h̄β] =
∫ h̄β

0
dτ


M

2

(
dq

dτ

)2

+ V (q)


 . (4.112)

While this looks formally like an action, we note that the Euclidean action describes
the motion of a particle in the inverted potential −V (q). Given the analogy between
the coordinate representations of the propagator (4.102) and the equilibrium density
matrix (4.108), we obtain together with (4.111) the imaginary-time path-integral rep-
resentation of the equilibrium density matrix

ρβ(q, q′) =
1

Zβ

∫ q̄(h̄β)=q

q̄(0)=q′

Dq̄ exp
(
−1

h̄
SE[q̄]

)
. (4.113)

Here and in the following, we drop again the time argument of the action.

4.6 Dissipation within the path-integral formalism

4.6.1 Influence functional

In Section 4.2.2 we have shown how damping arises from a Hamiltonian description by
coupling to a heat bath. The presence of damping became apparent after eliminating
the bath degrees of freedom and considering the system degree of freedom alone. This
elimination may also be carried out within the path-integral formalism [17].

In the following, we discuss the elimination procedure by considering the equilibrium
density matrix for an Hamiltonian of the form (4.5)

Wβ =
1

Zβ
exp [−β (HS +HB +HSB)] . (4.114)
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For N bath oscillators we may express the position representation of the density matrix
in terms of an (N + 1)-fold imaginary-time path integral

Wβ(q, xi, q
′, x′i) =

1

Zβ

∫
Dq̄

N∏

i=1

Dx̄i exp
(
−1

h̄
SE[q̄, x̄i]

)
(4.115)

where the paths run from q̄ = q′ and x̄i = x′i within the imaginary-time interval h̄β to
q̄ = q and x̄i = xi, respectively. In view of (4.2), (4.3), and (4.4) the Euclidean action
may be decomposed according to

SE[q̄, x̄i] = SE
S [q̄] + SE

B[x̄i] + SE
SB[q̄, x̄i] (4.116)

with

SE
S [q̄] =

∫ h̄β

0
dτ
[
M

2
˙̄q
2
+ V (q̄)

]
, (4.117)

SE
B[x̄i] =

∫ h̄β

0
dτ

N∑

i=1

mi

2

(
˙̄x
2
i + ω2

i x̄
2
i

)
, (4.118)

and

SE
SB[q̄, x̄i] =

∫ h̄β

0
dτ

[
−q̄

N∑

i=1

cix̄i + q̄2
N∑

i=1

c2i
2miω

2
i

]
. (4.119)

We obtain the reduced equilibrium density matrix of the system by tracing out the
bath degrees of freedom

ρβ(q, q′) = trB (Wβ(q, xi, q
′, x′i))

=
1

Z

∫
Dq̄

∫ N∏

i=1

dxi

∮ N∏

i=1

Dx̄i exp
(
−1

h̄
SE[q̄, x̄i]

)
(4.120)

thereby retaining the correlations between system and bath. The symbol
∮

implies
an integral over paths having the same starting and end point xi. Together with the
integration over xi this indeed amounts to taking the trace over the bath variables.
The partition function appearing in (4.120) is given by Z = Zβ/ZR where

ZR =
N∏

i=1

Zi (4.121)

is the partition function of the uncoupled bath and

Zi =
1

2 sinh(h̄βωi/2)
(4.122)

the partition function of a single bath oscillator.
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We now have to carry out N path integrals and subsequently N integrations which
can be done since the bath consists of harmonic oscillators coupled linearly to the
system. Note that the following calculation may also be performed if the coupling is
nonlinear in the system coordinate as long as the bath coordinates appear only linearly.
Since the oscillators are not coupled among each other, it is sufficient to carry out the
elimination procedure for one oscillator only and take the product over all oscillators
at the very end. It is thus convenient to rewrite the system density matrix as

ρβ(q, q′) =
1

Z

∫
Dq̄ exp

(
−1

h̄
SE

S [q̄]
)
F [q̄] (4.123)

where we introduced

F [q̄] =
N∏

i=1

1

Zi
Fi[q̄] (4.124)

and

Fi[q̄] =
∫

dxi

∮
Dx̄i exp

(
−1

h̄
SE

i [q̄, x̄i]
)

(4.125)

with the action

SE
i [q̄, x̄i] =

∫ h̄β

0
dτ

mi

2


 ˙̄x

2
i + ω2

i

(
x̄i −

ci
miω2

i

q̄

)2

 . (4.126)

The functional (4.124) is called influence functional because it contains the complete
information of the influence of the heat bath on the system. In the uncoupled case we
should have F [q̄] = 1 which is indeed the case because for ci = 0 we have Fi[q̄] = Zi.

In general, one is not simply interested in the equilibrium density matrix but in the
time evolution of a nonequilibrium density matrix. There the concept of an influence
functional still applies, and it is rather straightforward to appropriately modify the
calculations outlined below. In the simplest case, one neglects the initial correlations
between system and heat bath by assuming that the initial density matrix factorizes
into a nonequilibrium density matrix of the system and the equilibrium density matrix
of the heat bath [19]. More realistic situations including initial correlations may be
treated as well [20]. In any case the calculations will become more tedious compared
to the one which we are going to perform now.

4.6.2 Elimination of the heat bath

We begin the calculation of the influence functional by evaluating the functional integral
in (4.125). One approach to evaluate the trace is to express the most general path in
terms of a Fourier series

x̄i(τ) =
+∞∑

n=−∞

ξneiνnτ . (4.127)
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The fact that this generates also nonperiodic paths which should not be taken into
account does not represent a problem because a jump in x̄i(τ) will cause an infinite
contribution to the kinetic term in the action. Unwanted paths are therefore automat-
ically suppressed.

Here, we take another approach which allows us to demonstrate the general proce-
dure of evaluating a path integral within the semiclassical approximation as explained
in Section 4.5. It should be stressed however, that since the action (4.126) is harmonic,
the following calculation is exact.

The first step is to find a solution of the classical equation of motion

¨̄x
cl
i − ω2

i x̄
cl
i = − ci

mi
q̄ (4.128)

which is obtained by variation of the action (4.126) with respect to x̄i. This is of course
just the imaginary-time version of the equation of motion (4.8). The boundary con-
ditions x̄cl

i (0) = x̄cl
i (h̄β) = xi select the paths needed for tracing out the environment,

leading to the solution of (4.128)

x̄cl
i (τ) =

sinh(ωiτ)

sinh(h̄βωi)

[
xi +

ci
miωi

∫ h̄β

τ
dσ sinh[ωi(h̄β − σ)]q̄(σ)

]

+
sinh[ωi(h̄β − τ)]

sinh(h̄βωi)

[
xi +

ci
miωi

∫ τ

0
dσ sinh(ωiσ)q̄(σ)

]
. (4.129)

Given this solution, we may calculate the classical action. The number of integrals
may be reduced somewhat in the presence of quadratic terms in the potential. We
partially integrate the kinetic energy and make use of the equation of motion (4.128)
to obtain

SE,cl
i [q̄, xi] =

mi

2

[
x̄cl

i (h̄β) ˙̄x
cl
i (h̄β) − x̄cl

i (0) ˙̄x
cl
i (0)

]

+
∫ h̄β

0
dτ

mi

2

[
− ci
mi
q̄x̄cl

i +
c2i

m2
iω

2
i

q̄2

]
. (4.130)

Inserting (4.129), we get after some algebra

SE,cl
i [q̄, xi] = miωi

cosh(h̄βωi) − 1

sinh(h̄βωi)
x2

i

−ci
∫ h̄β

0
dτ

sinh(ωiτ) + sinh[ωi(h̄β − τ)]

sinh(h̄βωi)
xiq̄(τ)

− c2i
miωi

∫ h̄β

0
dτ
∫ τ

0
dσ

sinh[ωi(h̄β − τ)] sinh(ωiσ)

sinh(h̄βωi)
q̄(τ)q̄(σ)

+
c2i

2miω2
i

∫ h̄β

0
dτ q̄2(τ). (4.131)
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Since according to (4.125) we later on have to integrate over xi, it is useful to rewrite
(4.131) as

SE,cl
i [q̄, xi] = miωi

cosh(h̄βωi) − 1

sinh(h̄βωi)
(xi − x(0))2

−
∫ h̄β

0
dτ
∫ τ

0
dσKi(τ − σ)q̄(τ)q̄(σ) (4.132)

+
c2i

2miω2
i

∫ h̄β

0
dτ q̄2(τ)

where we made frequent use of relations between hyperbolic functions. The quantity
x(0), which depends on the path q̄(τ), will drop out in the integration over xi and is
therefore not needed explicitly. The integral kernel is defined as

Ki(τ) =
c2i

2miωi

cosh

[
ωi

(
h̄β

2
− τ

)]

sinh

(
h̄βωi

2

) = Ki(h̄β − τ). (4.133)

The action (4.132) contains local as well as nonlocal terms in the system path q̄(τ).
In order to show that the local terms cancel, it is convenient to expand the kernel
(4.133) into a Fourier series

cosh

[
ωi

(
h̄β

2
− τ

)]

sinh

(
h̄βωi

2

) =
2

h̄β

+∞∑

n=−∞

ωi

ω2
i + ν2

n

eiνnτ (4.134)

in the interval 0 ≤ τ ≤ h̄β which we are interested in. The local contribution to the
double integral in the action can be identified by using the identity

q̄(τ)q̄(σ) = −1

2

(
q̄(τ) − q̄(σ)

)2
+

1

2

(
q̄(τ)2 + q̄(σ)2

)
(4.135)

where the first term on the right hand side represents the nonlocal part while the
second term gives rise to a local part. In the double integral the latter can be written
as

∫ h̄β

0
dτ
∫ τ

0
dσKi(τ − σ)

(
q̄(τ)2 + q̄(σ)2

)
=
∫ h̄β

0
dτ q̄(τ)2

∫ h̄β

0
dσKi(σ) (4.136)

from which it becomes clear that the strength of the local part is given by the n = 0
Fourier component in (4.134). We therefore decompose the kernel Ki(τ) into a periodic
delta function

c2i
miω2

i

∞∑

n=−∞

δ(τ − nh̄β) =
c2i

h̄βmiω2
i

∞∑

n=−∞

eiνnτ (4.137)
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and a new kernel

ki(τ) =
c2i

h̄βmiω
2
i

+∞∑

n=−∞

ν2
n

ν2
n + ω2

i

eiνnτ = ki(−τ) (4.138)

which results in a nonlocal contribution to the classical action. The delta function
only gives rise to a local contribution to the second term of (4.132) which could be
interpreted as potential renormalization but cancels exactly with the third term. This
is in agreement with the reasoning which lead us to include the second term on the
right hand side of (4.4).

After this discussion of the classical path, we should consider the fluctuations around
it according to the decomposition (4.106). As mentioned before, the expansion (4.107)
for our problem terminates after the second order and the first order term vanishes
because we expand around the classical path. The second order contribution to the
action is given by

S
E,(2)
i [ξi] =

∫ h̄β

0
dτ
mi

2

(
ξ̇2
i + ω2

i ξ
2
i

)
(4.139)

where ξi(τ) represents a fluctuation around the classical path. However, this contri-
bution is independent of x̄i and the fluctuations just lead to a numerical factor. This
advantage of expanding around the classical path allows us to proceed by performing
the xi-integration required in (4.125) to obtain

Fi[q̄] = F ξ
i

√√√√ h̄π sinh(h̄βωi)

miωi(cosh(h̄βωi) − 1)

× exp

(
− 1

2h̄

∫ h̄β

0
dτ
∫ h̄β

0
dσki(τ − σ)q̄(τ)q̄(σ)

)
(4.140)

where F ξ
i is the contribution of the fluctuations which is independent of q̄ and the

coupling constant ci. We may determine this factor without explicitly performing the
path integral over the fluctuations by considering the uncoupled case where ci = 0 and
therefore ki(τ) = 0. According to our discussion on page 234, Fi[q̄] should then reduce
to the partition function Zi defined in (4.122). This leads us to

Fi[q̄] = Zi exp

(
− 1

2h̄

∫ h̄β

0
dτ
∫ h̄β

0
dσki(τ − σ)q̄(τ)q̄(σ)

)
(4.141)

which describes the influence of one bath oscillator on the system.

4.6.3 Evaluation of the fluctuations

While we did not need to evaluate the fluctuation integral to obtain the result (4.141),
it is nevertheless instructive to see how it could be done. We first note that since the
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fluctuation vanishes at times t = 0 and h̄β the second order contribution (4.139) may
be written as

S
E,(2)
i =

∫ h̄β

0
dτ
mi

2
ξiSiξi (4.142)

with the linear operator

Si = − d2

dt2
+ ω2

i . (4.143)

The normalized eigenfunctions of Si satisfying the boundary conditions are given by

ξi,n(τ) =

√
2

h̄β
sin

(
νn

2
τ
)

(4.144)

with the corresponding eigenvalues

λi,n =
ν2

n

4
+ ω2

i (4.145)

where the Matsubara frequencies νn have been defined in (4.85). Expanding the fluc-
tuation in these eigenfunctions

ξi(τ) =
∞∑

n=1

anξi,n(τ) (4.146)

and exploiting their orthogonality, we immediately obtain

S
E,(2)
i =

mi

2

∞∑

n=1

λi,na
2
n. (4.147)

The functional integral over all fluctuations can now be rewritten in terms of a con-
ventional integral over the expansion coefficients

F ξ
i =

∮
Dξi exp

(
−1

h̄
S

E,(2)
i [ξi]

)

= J
∫ +∞

−∞

∞∏

j=1

daj exp

[
−mi

2h̄

∞∑

n=1

λi,na
2
n

]
(4.148)

where J is the Jacobian of the transformation.
While J may be determined [18], it is often useful to take the free particle as a sort

of reference system. The propagator of the free particle

G(qf , qi, t) =
(−im

2πh̄t

)1/2

exp
(

i

h̄

m

2t
(qf − qi)

2
)

(4.149)

may be derived in a number of different ways. Switching to imaginary times, we get
the fluctuation contribution for the free particle

F ξ
0 =

(
m

2πh̄2β

)1/2

. (4.150)
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On the other hand, we may rewrite (4.148) for the free particle by replacing the eigen-
values λi,n by λ0,n = ν2

n/4. Performing the Gaussian integrals we get

F ξ
i =

(
m

2πh̄2β

)1/2 ∞∏

n=1

(
λ0,n

λi,n

)1/2

. (4.151)

The products of eigenvalues appearing in this result are often referred to in the litera-
ture as determinants of the corresponding operators as a generalization of the case of
finite dimensional matrices. For the interpretation of determinants in the semiclassical
approximation of path integrals it is also instructive to take a look at (6.22).

The infinite product in (4.151) may be evaluated with the help of

∞∏

n=1

(
1 +

x2

π2n2

)
=

sinh(x)

x
. (4.152)

Inserting the result

F ξ
i =

(
mωi

2πh̄ sinh(h̄βωi)

)1/2

(4.153)

into (4.140) yields (4.141) as expected.

4.6.4 Effective action

From (4.124) we obtain together with (4.141) the influence functional

F [q̄] = exp

(
− 1

2h̄

∫ h̄β

0
dτ
∫ h̄β

0
dσk(τ − σ)q̄(τ)q̄(σ)

)
. (4.154)

The nonlocal kernel k(τ) is given by the sum over all kernels ki(τ) defined in (4.138).
Introducing the Laplace transform of the damping kernel (4.14)

γ̂(z) =
∫ ∞

0
dze−ztγ(t) =

2

M

∫ ∞

0

dω

π

J(ω)

ω

z

z2 + ω2
(4.155)

and making use of the spectral density of bath oscillators (4.13), we finally obtain the
kernel

k(τ) =
M

h̄β

+∞∑

n=−∞

|νn|γ̂(|νn|)eiνnτ . (4.156)

As the main result let us note that dissipation may be taken into account within the
path-integral formalism by adding a nonlocal term to the action of the system under
consideration. In view of (4.123), we get the imaginary-time effective action for a
damped system

SE
eff [q̄] = SE[q̄] +

1

2

∫ h̄β

0
dτ
∫ h̄β

0
dσk(τ − σ)q̄(τ)q̄(σ). (4.157)
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We finish this section by discussing the kernel k(τ) for a specific damping kernel
γ(τ). Since Ohmic damping corresponds to γ̂(z) = γ, we encounter problems with the
convergence of the sum in (4.156). We therefore consider the damping kernel of the
Drude model which according to (4.16) is described by γ̂(|νn|) = γωD/(ωD+|νn|). Since
the Fourier coefficients of the kernel approach a constant for n→ ∞, it is reasonable to
split off a periodic delta function which we defined in (4.137). Expressing the numerator
of γ̂(|νn|) as an integral over an exponential function, the summation over n leads to a
geometric sum. This leaves us with

k(τ) = MγωD

+∞∑

n=−∞

δ(τ − nh̄β) − Mγω2
D

h̄β

∫ ∞

0
ds

sinh(νs)

cosh(νs) − cos(ντ)
e−ωDs (4.158)

where ν = 2π/h̄β is the first Matsubara frequency. Since we are only interested in
the case of very large cutoff frequency ωD, we expand the integral asymptotically by
partial integration. The kernel then becomes

k(τ) = MγωD

+∞∑

n=−∞

δ(τ − nh̄β) − πMγ

(h̄β)2

1

sin2
(
ντ

2

) +O(ω−1
D ). (4.159)

In the limit of Ohmic damping (ωD → ∞), the delta function contribution diverges
in order to ensure nonlocality. This corresponds to the divergence of the potential
renormalization in (4.4). The second term leads to an interaction between paths at
different times. Taking the limit of zero temperature, we find a long range interaction
decaying algebraically like k(τ) = −(Mγ/π)τ−2.

4.7 Decay of a metastable state

We now want to make use of what we have discussed in the last two sections by applying
it to the decay of a metastable state in the presence of dissipation. A comprehensive
treatment would be beyond the scope of this chapter. We rather try to convey some
of the key ideas. For details we refer the reader to the literature, e.g. to the review by
Hänggi et al. [21], and mention that other aspects of tunneling are addressed in various
sections of Chapter 3 as well as in Sections 5.6 and 6.3.1.

To be specific, we consider the cubic potential shown in Fig. 4.2 which may be
expressed in the form

V (q) =
M

2
ω2

0q
2

(
1 − q

q0

)
. (4.160)

This potential possesses a minimum at q = 0 with a frequency ω0 for small oscillations
around this minimum. At qb = 2q0/3 there is a barrier of height Vb = (2/27)Mω2

0q
2
0 .

A harmonic approximation around the barrier yields V (q) = Vb − (M/2)ω2
bq

2 with a
barrier frequency ωb = ω0. Where it is possible we will distinguish between the two
frequencies in order to make the physical origin of the results more transparent.
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Fig. 4.2: Cubic potential as defined by (4.160).

We are now interested in the decay of a metastable state initially prepared in the
potential well at q = 0. As we will see below, the decay rate may be calculated from the
partition function. Unfortunately, for a cubic potential the partition function may not
be obtained exactly. We therefore have to resort to the semiclassical approximation.
In principle, we could proceed as in Section 4.6 and first evaluate the action of all
paths starting and ending at a certain point and then integrate over all these points.
However, for our nonlinear problem this would imply that we include contributions
beyond the semiclassical approximation. Rather it is sufficient to look for extrema
of the action among arbitrary paths and take into account fluctuations around these
extremal paths semiclassically. Then the fluctuations do not have to vanish at the
initial and final time.

4.7.1 Crossover temperature

The classical equation of motion for a cubic potential in the presence of dissipation is
given by

Mq̈cl −Mω2
0qcl +

3

2
Mω2

0

q2
cl

q0
−
∫ h̄β

0
dσk(τ − σ)qcl(σ) = 0 (4.161)

where the dissipative kernel k(τ) was defined in (4.156). Since the integral over k(τ)
vanishes, it is clear that constant solutions at the extrema of the potential, i.e. q = 0
and q = qb, are solutions of (4.161). For high temperatures (corresponding to short
imaginary times) these two paths are the stationary points of the action. Let us first
consider the path which remains in the potential minimum, i.e. at q = 0. Fluctuations
around this path may be described by a Fourier series

ξ(τ) =
+∞∑

n=−∞

ξneiνnτ (4.162)
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where ξn and ξ−n are complex conjugate in order to ensure a real path. The semiclas-
sical action

SE[q] =
∫ h̄β

0
dτ

[
M

2
q̇2
cl +

M

2
ω2

0q
2
cl

(
1 − qcl

q0

)
+

1

2

∫ h̄β

0
dσk(τ − σ)qcl(τ)qcl(σ)

+
M

2
ξ̇2 +

M

2
ω2

0

(
1 − 3

qcl
q0

)
ξ2 +

1

2

∫ h̄β

0
dσk(τ − σ)ξ(τ)ξ(σ)

]
(4.163)

then becomes

SE =
Mh̄β

2

+∞∑

n=−∞

(ν2
n + |νn|γ̂(|νn|) + ω2

0)|ξn|2. (4.164)

Obviously, any deviation from the classical path will increase the action and q = 0
represents a minimum of the action.

The same analysis may be performed for q = qb which yields

SE = h̄βVb +
Mh̄β

2

+∞∑

n=−∞

(
ν2

n + |νn|γ̂(|νn|) − ω2
b

)
|ξn|2. (4.165)

Again, the expression is quadratic in the Fourier components ξn but there is one fluctu-
ation mode, ξ0, which decreases the action. Therefore, q = qb corresponds to a saddle
point of the action. This should not come as a surprise since this classical path lies at
the top of the barrier. With decreasing temperature one reaches a point where

ν2
1 + |ν1|γ̂(|ν1|) − ω2

b = 0. (4.166)

Below this temperature another fluctuation mode becomes unstable indicating the
appearance of an additional solution.

The solution of (4.166) defines a temperature which depends on the damping
strength. For Ohmic damping one obtains

T0 =
h̄

2πkB



√
γ2

4
+ ω2

b −
γ

2


 (4.167)

which decreases with increasing damping strength γ. In the case of zero damping this
becomes

T0 =
h̄ωb

2πkB
. (4.168)

The latter result can be understood by realizing that a periodic path traversing the
minimum of the inverted potential needs at least the time 2π/ωb corresponding to one
period in the harmonically approximated potential. Translating this into temperature,
one immediately obtains (4.168). Since the anharmonicity of the potential will increase
the period of finite oscillations, the new solution at temperatures just below T0 will be
a harmonic oscillation of small amplitude.
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On the other hand, at zero temperature the periodic path may take infinite time.
In this case one can solve (4.161) in the absence of dissipation to obtain

qB(τ) = q0
1

cosh2(ω0τ/2)
. (4.169)

This zero-energy path starts at q = 0, traverses the minimum of the inverted potential
to reach q = q0 where it is reflected and retraces its path. Because of the reflection
this solution is often referred to as “bounce”. In the vicinity of q = 0 the motion is
exponentially slow. Therefore, it is not possible to express this solution on the time
interval from t = 0 to ∞. Instead, one uses the time interval starting at t = −∞
which is obtained by shifting the finite imaginary time interval by −h̄β/2 and letting
h̄β → ∞.

The temperature T0 leads to a division into two regimes and is therefore often
referred to as crossover temperature. For high temperatures the decay mechanism is
mainly thermal activation. As temperature is lowered, quantum effects become visible
to a certain extent as we will see below. The appearance of the bounce solution below
the crossover temperature is interpreted in terms of a new decay channel, namely
quantum tunneling which is the dominant effect at very low temperatures.

4.7.2 Imaginary part of the free energy

For temperatures above the crossover temperature we have shown the existence of a
saddle point of the action which is related to the fact that we are treating a potential
containing a barrier. The existence of this saddle point for lower temperatures will
become clear from arguments given in Section 4.7.4. We therefore have to address the
question how to properly treat the fluctuations around the saddle point. Fluctuation
modes with positive eigenvalues can be treated by evaluating Gaussian integrals as we
have seen in Section 4.6.3. This is no longer the case for negative eigenvalues where
the Gaussian integral

f0 =

√
Mβ

2π

∫ +∞

−∞
dξ0 exp

(
Mβω2

b

2
ξ2
0

)
(4.170)

does not exist. On the interval from −∞ to zero the problems are due to the semi-
classical approximation. Taking into account the anharmonicity of the potential would
yield a finite value which to leading order is in fact described by the path q = 0 and
fluctuations around it. The divergence for positive ξ0 is more serious because the po-
tential on this side is not bounded from below. This difficulty may be removed by an
analytical continuation where one deforms the path of integration in (4.170) to run
into the direction of steepest descent, i.e. it continues from zero along the positive
imaginary axis. By this procedure the integral acquires an imaginary part

Imf0 = Im



√
Mβ

2π

∫ i∞

0
dξ0 exp

(
Mβω2

b

2
ξ2
0

)
 =

i

2ωb
. (4.171)
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Comparing (4.164) and (4.165), we find that for βVb � 1 the imaginary part of the
partition function will be exponentially small compared to the real part. Nevertheless
we have to keep it as the leading imaginary term.

As a consequence of the complex partition function, the free energy

F = − 1

β
ln(Z) (4.172)

also becomes complex. Since at zero temperature the free energy turns into the energy,
this would result in a decay of the probability amplitude of a state proportional to
exp(2Im(E)t/h̄). This leads us to conjecture the following expression for the decay
rate [22]

Γ = −2

h̄
ImF (4.173)

which expressed in terms of the free energy should also be valid at finite temperatures.
It turns out, however, that above the crossover temperature (4.173) has to be modified
into [23]

Γ = −2

h̄

T0

T
ImF. (4.174)

The additional prefactor ensures correct results for very high temperatures, i.e. in
the classical limit. The difference between (4.173) and (4.174) will be motivated in
Section 4.7.4. It should be emphasized that the given arguments do not represent a
proof of the relation between the decay rate and the imaginary part of the free energy
in the dissipative case. However, there exist independent methods employing periodic
orbit [21, 24] or real-time path integral techniques [25] which lead to the same results
for the decay rates. For details we refer the reader to the literature.

4.7.3 Above crossover

We now want to calculate the decay rate above the crossover temperature using (4.174).
Within the semiclassical approximation the partition function consists of two contri-
butions

Z = Z0 + Zb (4.175)

from the potential well and the barrier, respectively. Setting ξn = an+ibn with a−n = an

and b−n = −bn to ensure real paths, we obtain by evaluating Gaussian integrals with
the action (4.164)

Z0 = N
1

ω0

∞∏

n=1

1

ν2
n + νnγ̂(νn) + ω2

0

(4.176)

where N is a normalization factor which will turn out to be irrelevant. With (4.165)
the second contribution to the partition function yields

Zb = N
i

2ωb

∞∏

n=1

e−βVb

ν2
n + νnγ̂(νn) − ω2

b

(4.177)
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where we made use of (4.171). Using the fact that for βVb � 1 the imaginary part of
the partition function is exponentially small compared to the real part, we obtain for
the imaginary part of the free energy

ImF = − 1

β

ω0

2ωb
e−βVb

∞∏

n=1

ν2
n + νnγ̂(νn) + ω2

0

ν2
n + νnγ̂(νn) − ω2

b

. (4.178)

This result depends only on the barrier height and the frequencies of small oscillations
around q = 0 and qb but not on the specific form of the potential. This is a consequence
of the fact that the stationary points of the action do not explore the whole potential
and of the semiclassical approximation.

The decay rate according to (4.174) may be expressed as

Γ = fqΓcl (4.179)

where

Γcl =
kBT0

h̄

ω0

ωb

e−βVb (4.180)

is the classical rate derived in 1940 by Kramers [26] for not too weak Ohmic damping
so that thermal equilibrium in the well is guaranteed, and

fq =
∞∏

n=1

ν2
n + νnγ̂(νn) + ω2

0

ν2
n + νnγ̂(νn) − ω2

b

(4.181)

represents the quantum corrections. The temperature dependence of the exponen-
tial term is the well-known Arrhenius behavior which implies that thermally activated
decay becomes strongly suppressed as temperature is lowered. At sufficiently low tem-
peratures quantum tunneling, which is discussed in the following section, therefore
becomes the dominant process. The factor (4.181) leads to an enhancement of the
thermal decay rate due to quantum corrections to the probability distribution in the
potential well and at the barrier. The expression for fq is diverging as the crossover
temperature is approached from above. Close to the crossover temperature a more
refined treatment taking into account anharmonicities of the potential is required [27].
Below the crossover temperature one has to deal with the bounce solution as we will
discuss in the following section for the example of zero temperature.

4.7.4 Zero temperature

Since we want to elucidate only some keypoints we concentrate on the case of vanishing
damping. The bounce solution (4.169) represents a stationary solution which in fact
is a saddle point as we will show now. Since the fluctuation contribution to the action
follows from (4.163) as

SE,(2)[ξ] =
∫ +∞

−∞
dτ
M

2

[
ξ̇(τ)2 + ω2

0

(
1 − 3

qB(τ)

q0

)
ξ(τ)2

]
, (4.182)
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we obtain the fluctuation modes as the eigenfunctions of

−ξ̈n + ω2
0

(
1 − 3

qB(τ)

q0

)
ξn = λnξn. (4.183)

Taking the time derivative of the undamped version of (4.161) we find by comparison
with (4.183) that the time derivative of the bounce

q̇B(τ) = −q0ω0
sinh(ω0τ/2)

cosh3(ω0τ/2)
(4.184)

is an eigenfunction with zero eigenvalue. The existence of this zero mode is a conse-
quence of the fact that the position of the bounce in time is arbitrary and that for
small ε

qB(τ + ε) = qB(τ) + εq̇B(τ). (4.185)

After this discussion, we may write the partition function in the form

Z = Z0

(
1 + iκh̄βe−Sb/h̄

)
(4.186)

where Z0 according to (4.176) is the contribution of the constant path q = 0 and Sb

is the action of the bounce. The constant κ is the ratio of the contributions of the
fluctuations around q = qB(τ) and q = 0 which we do not want to evaluate explicitly
here. Finally, in writing the factor h̄β we assumed for the moment that the temperature
is small but finite. This factor stems from the integration over the possible positions
of the bounce solution and can be viewed as arising from the zero mode (4.184). This
factor cancels with the temperature factor in the relation between the free energy and
the partition function (4.172). It is actually this integration over the zero mode which
leads to the additional temperature factor in the rate expression (4.174) above the
crossover temperature because in this case a zero mode no longer exists.

From (4.186) one obtains with (4.172) and (4.173) for the decay rate

Γ = 2κe−Sb/h̄. (4.187)

The calculation of the action of the bounce solution is facilitated by noting that this
solution corresponds to zero energy. As a consequence

Sb =
∫ +∞

−∞
dτMq̇2

cl = 2
∫ q0

0
dqcl

√
2MV (qcl), (4.188)

and we thus recover the exponent for the decay rate known from WKB. For the cubic
potential (4.160) the action takes the value

Sb =
36

5

Vb

ω0

. (4.189)

The prefactor κ may also be calculated and is found to be in agreement with the
standard WKB result. For further details the reader is referred to the literature [28, 29]
where also results for the weakly damped case can be found [30].
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Fig. 4.3: Arrhenius plot for the decay rate Γ of
a metastable state. The damping strength from
the upper to the lower curve takes the values
γ/2ω0 = 0, 0.5, and 1. The low temperature
data were derived from the tables given in [27].

We close this chapter by presenting in Fig. 4.3 the decay rate in an Arrhenius
plot for three different values of the damping constant. For high temperatures, i.e.
on the left side of the plot, the exponential dependence of the rate on the inverse
temperature leads to straight line. Below the crossover temperature the curves flatten
out indicating that the regime of quantum tunneling is reached. The uppermost curve
represents the undamped result while the second and third curve correspond to γ =
ω0 and 2ω0, respectively. With increasing damping strength the crossover from the
classical to the quantum regime becomes less distinct. More important, the crossover
temperature decreases and the quantum tunneling rate is suppressed. The decay rate
thus approaches the thermal activation rate and we may conclude that dissipation
tends to make the system more classical.
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