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Steam engines convert heat into work; physicists are debating the rules that govern how quantum-level machines could do the same thing.

THERMODYNAMIGS

Clash of the physics laws

The debate over how the laws of heat and energy apply at the quantum level is hotting up.

BY DAVIDE CASTELVECCHI

r I 1he young field of quantum thermo-
dynamics, which tries to reconcile
quantum theory with the 200-year-old

science of heat and entropy, is booming. It’s

also causing some heated disputes.

Many physicists hope that rebuilding
thermodynamics from the laws of quantum
mechanics will help to settle long-debated
conundrums. There are practical implications,
too. The field could help to resolve whether the
concepts of heat and efficiency apply to tiny
electronic components and even atom-sized
machines.

But despite proliferating approaches — many
of which were presented at the Fifth Quantum
Thermodynamics Conference this month in
Oxford, UK — the field is as contentious as ever.
The crux of the issue is whether the fundamen-
tal laws that govern heat and energy on large
scales also dictate the behaviour of nanoscale
systems — or whether new laws are needed.

Interest is growing: this year, more than
100 scientists attended the quantum thermo-
dynamics conference, says co-organizer Vlatko
Vedral, a physicist at the University of Oxford.
That is double the attendance in previous years.

Such meetings bring together research-
ers from subfields that use different technical

languages, says co-organizer Felix Binder, a
theoretician at Nanyang Technological Uni-
versity in Singapore. “There are alot of barriers
being broken between different approaches.”
But a few physicists, such as Peter Hanggi of
the University of Augsburg, Germany, caution
that some of the work is misguided. “The field
is growing rapidly, but also a lot of nonsense is
written (and talked) about,” he says.
Physicists have argued over the meaning of
the three laws of thermodynamics since they
were written in the nineteenth and early twen-
tieth centuries. The laws say that energy cannot
be created or destroyed; that the amount of dis-
order, or entropy, in an isolated system can »
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First Law — Energy-Conservation
AU = AQ + AW

AU change in internal energy
A(@) heat added on the system

AW  work done on the system

H. von Helmholtz: “Uber die Erhaltung der Kraft” (1847)

AU = (TAS)quasi—static o (pAV)quasi—static
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Heat in Thermodynamics
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MINUS FIRST LAW vs. SECOND LAW

-1st Law

R 2nd Law
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Entropy in Stat. Mech.

S = ]{7]3 In Q(E, V, )
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FIG. 1. (a) Initial H =F o surface at 1 =0 evolves under the
exact dynamics into the convoluted surface shown in (b) which

is close to an energy surface I/ =FE (), where E{r,) is ob-
tained from the constancy of u.
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Weakly coupled systems

System @ Environment in thermal
equilibrium at total energy Eiot

Eratnron foceank

‘\‘\ K ‘ pﬁ(x) — Z*lefﬁHs(X)

““/ ‘:/ Syt ‘ 7 — /drse—ﬁHs(x)
\ \ L 5/
x € ['s : phase space of system
- d3N d3N
e dlhs = 7:3,\1 P, Volume element
1050t .
Einteraction < Esystem 8= kBlaEtot . Inverse temperature
(o}

Standard form of canonical equilibrium of a subsystem holds for
large systems with short-range interactions:

2/3
Einteraction X VS/ > Esystem x Vs
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Fs=—-8"1tInZ : free energy

0 .
Us = —% InZ = (Hs)s : internal energy
Ss =kgInZs — kB/Baaﬁ InZs = —kg(Inps)s : entropy
yielding
Fs = Us — TSs (1)
0
Us = BT (BFs) (2)
0
Ss = kp3? == Fs (3)

op

Any pair of the three equations (1 — 3) implies the third one.
Potentials Fs, Us and Ss satisfying (1 —=3) are
THERMODYNAMICALLY CONSISTENT.
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Strongly coupled systems

o b

D
>

macroscopic system  solvated system,
microscopic system with long-range e.g. pinch of salt in
interactions a pot of water

Heot(x,y) = Hs(x) + Hi(x,y) + Hg(y) : total system’s Hamiltonian

x€ls, Ts phasespace of system

y€lg, [Ip phase space of environment



Strongly coupled systems

Hiot(x,y) = Hs(x) + Hi(x,y) + Hg(y) : total system's Hamiltonian
x€ls, [s phase space of system
yelg, [ phase space of environment

Let the total system stay in a canonical equilibrium state at inverse
temperature 3:

pa(x.y) = Zihe e
Ziot = / dlsdl ge™AHher(x)

Then the system is in the state

pa(x) = / dTsps(x,y)
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Thermodynamics

Fs = —5—1 InZs = Frot — Fg

Us = BﬁFS Utot — Up

Ss = kBBQGB s = Stot — SB

02
570 Fs = Gou = G

The potentials Fs, Us and Ss are thermodynamically consistent
because they follow from a partition function.

Cs = —kpfs’

R.P. Feynman, F.L. Vernon, Ann. Phys. (N.Y.) 24, 118 (1963).

G.W. Ford, J.T. Lewis, R.F. O'Connell, Phys. Rev. Lett. 55, 2273 (1985).
P. Hanggi, G.-L. Ingold, P. Talkner, New J. Phys. 10, 115008 (2008).
G.-L. Ingold, P. Hanggi, P. Talkner, Phys. Rev. E 79, 061105 (2009).
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The reduced state pg(x) in general differs from the Gibbs state

Z5 e PHX) of a weakly coupled system. To write pg(x) in the
form of a Gibbs state one introduces the HAMILTONIAN OF MEAN
FORCE H*(x) defined by

e_ﬁH*(X) — <e_6(H5(x)+Hl(x7y))>B
=71 / dF e BUHS(+Hi(xy)+ e ()

Zg = /drBe—ﬁHB(Y)

H*(x) = HS(X) _ 6—1 |n<e—ﬁH,-(x,y)>B
pslx) = Zste P

2 — [ drse " 2125
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Warning

W1 Note that A* (H*(x)) determines ps (pg(x)) but not vice
versa:

Inpg = —BH* —InZs

In other words, H¢ cannot be inferred from the intrinsic point of
view of the open system, say in terms of tomography of the open
system density matrix. Additional information from the
environment in the form of Zs = Zot/Zp is required.
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Further warnings

W2 INTERNAL ENERGY

Us = _8(?8 InZs = <(9855H*>5 = (H")s + B(OH"/0B)s

(Vs = Zsl/dl’s e PH

The internal energy in general does not agree with the average of
the Hamiltonian of mean force. The temperature dependence of
H* entails an additional contribution.

W3 ENTROPY

Ss = —kg(In ps)s + keB(OH* /OB)s

The entropy in general deviates from the Shannon-Gibbs (von
Neumann) entropy due to the temperature dependence of the
Hamiltonian of mean force.
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Summary

» Equilibrium statistical mechanics and thermodynamics of open
systems in strong contact with the environment
» Hamiltonian of mean force H*(x) replaces Hs. It is defined in
terms of a renormalized Boltzmann factor and hence, depends
on temperature, in general.
» W1: H*(x) cannot be determined from an intrinsic open
system point of view
> W2: Us = (H*)s + B{#5H")s
» W3: Thermodynamic entropy may deviate from
Shannon-Gibbs entropy

» Stochastic energetics and thermodynamics

» Fluctuating internal energy must be DEFINED such that its
equilibrium average equals the internal energy. There areno
stringent arguments for a particular choice.

» Fluctuating energy and fluctuating work can be used to define
fluctuating heat by means of a first law-like balance requiring a
closed total system. The ambiguity of the fluctuating internal
energy is consequently inherited by the heat.
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Summary (cont.)

» Thermodynamic consistency allows one to construct
compatible families of fluctuating internal energy, fluctuating
free energy and fluctuating entropy. For a given fluctuating
internal energy one may choose virtually any second fluctuating
thermodynamic potential with a matching third one.

» For other initial prepration classes than the stationary
preparation class there is no obvious way of introducing a
Hamiltonian of mean force.
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Once the fluctuating internal energy of the system is defined as
E(x, A) the remaining energy G(x,y) may be assigned to the
environment

G(x,y) = Hiot(x,y) — E(x, \)
= 6Hi(x,y) + 0Hg(x,y) + (Hg)s
dH;(x,y) = Hi(x,y) — (Hi(x,y)[x)
dHg(x,y) = Hg(y) — (He(y)[x)

This division though is not mandatory: a part of the interaction
energy dH;(x,y) could be attributed to the system, as well as an
additional contribution from the null-space N3 yielding a truly
fluctuating internal energy expression

e(x,y,A) = E(x,A\) + a(x)dH;(x,y) + he(x, \)

which is a random field due to the dependence on the
environmental coordinates y which are distributed according to

w(ylx).
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Examples

Jaynes Cummings model

N 1 1
Hiot = %az +Q (aTa + 2) + X0z (a*a + >

2
~ TV
Hs Fg A;
partition functions
eB/2 s FB(e+x)/2
ZtOt - q+ + q— Y q:t - 1 o e_ﬁ(Q:tX)
1

57 2sinh(89)2)
Zs=2(q+ + q-)sinh(52/2)



kBT/ 3

Entropy
(a): Q/e=3, (b): Q/e=1/3

Specific heat

M. Campisi, P. Talkner, P. Hanggi, J. Phys. A 42, 392002 (2009).
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ASPECTS OF QUANTUM WORK

P. Talkner and P.H. PRE E 93, 022131 (2016)




Thermodynamics with system trajectories?

Work supplied to a system by a change of a system’s parameter:

w = Hiot(Z(7,2), \(7)) — H(z, A(0))
[T OHs(X(t,2), A(1)) ;
_/O dt 0 A(t)

i = {H(Za A))Z} ’ Z(O) =z= (X7 Y)

of Og of Og .
{f(z)ag(z)} = Z 9P 920 979 07P . Poisson bracket

Note that
OHwot OHs  OH*

ON 0N O\




Work characterizes a process; it comprises information from states
at distinct times. Hence it is not an observable. As such it would
only present information about the state at a single instant of time.

The measurement of the quantum versions of power- and
energy-based work definitions requires different strategies.



Generalized energy measurements

Positive operator valued measures (POVM) as generalized

measurements
projective POVM
M, M,, M,T, measurement operators

Zn Mnply Zn anMrt
TrM,poM, TrM,pM;)

NnoMn/Pn | pn = anMr];/Pn

Znn”:]]' Zn

measurement error:

MiM, =1

Ppm: unselectice pm state
pn = Prob(n in p)
pn: selective pm state
normalization

p(n|m) = TrM,N M /Te0,, = TeMIM,N,, /Tel

A measurement is ERROR-FREE if

p(n|m) = On,m
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Probability of work

H(t)<Pn,)\(t) = en(t)@n,k(t)
Pa(t) = Z len (1)) (@na(t)]
A

Pn = Tr Pn(tO)p(tO)
= probability of being at energy e,(ty) at t = ty

pn =Pn(to)p(to) Pn(to)/pn
— state after measurement

pn(tf) :Utf,toanE::,to

p(min) = TrPm(tr)pn(tr)
= conditional probability of getting to energy e, (tr)




Probability of work

Prro(w) =D 6(w — [em(tr) — en(to)])p(m|n)pn




Characteristic function of work

th,to(u) = / dw eiuwptf,fo(w)

= Z efuem(tr) ’ue"(tO)Ter(tf)Utf,foantt,top"

= Z Tre" ) P (te) Ugy e ™M) pp Ut pn

_ Tre’”H"’(t")e—’“H(t")ﬁ(to)

= <eiuH(tf)e—iuH(to)>to
Hi(te) = UL, o H(te) U o,

= Pa(to)p(to)Pa(to),  plto) = p(to) <= [p(to), H(to)]

P. Talkner, P. Hanggi, M. Morillo, Phys. Rev. E 77, 051131 (2008)
P.Talkner, E. Lutz, P. Hanggi, Phys. Rev. E 75, 050102(R) (2007)
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Choose u = if3

<e_ﬂw> B /dw e_ﬁwpthfo(w)
= G0 (1) quantum
= Tre BHn(tr) gfH(t0) 7=1 ()= FH(10) Jarzynski
_ Tre—ﬁH(tf)/Z(tO) equality

= Z(tr)/Z(to)
_ o BAF




1. TWO ENERGY MEASUREMENTS:
One at the beginning, the other at the end of the protocol yield
eigenvalues e,(0) and ey, (7) of H(A(0)) and H(\(T)).

w® = em(7) — e,(0) = fluctuation theorems.

2. POWER-BASED WORK:

Requires a continuous measurement of power.

E.g. for H(A\) = Ho + AQ, a continuous observation of the
generalized coordinate @ is required leading to a freezing of the
systems dynamics in an eigenstate of Q.

N

P _ ' T _ Q
WN*k_l)\(tk)qOékN_i_l bl ng&na

Fluctuation theorems hold only if [Hp, Q; = 0 or equivalently
[H(\(t)), H(A(s))] = 0 for all t,s € (0, 7).

Hence the equivalence of the power- and energy-based work
definitions for classical systems fails to hold in quantum mechanics.



3. “UNTOUCHED” WORK:

(w) = /dz[H(z(t),)\(t)) — H(z,(0))]p(2) valid !
(w) = Tr[H" (A(t)) — H(A(0))]p(0) 77

There is no operational definition of untouched work as a proper
random variable.

With untouched work it would be possible to extract energy from
quantum correlation and in particular from entanglement in

multipartite systems.

A. Allahverdyan, Phys. Rev. E 90, 032137 (2014).

K.V. Hovhannisyan, M. Perarnau-Llobet, M. Huber, A. Acin, Phys. Rev. Lett.
111, 240401 (2013).
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WAl = U o[\ H(Ae) U o[\l — H( o)
= HI(Ae) — H(No)

H
/ dt}\taHa)\(A
t




Weork ~¢pe rertor WO

De ffner — Por—Z2errek

b‘\
7 PRE Gk, O1u1OR (2016)

G(u) = Tr exp(iu (W - WO) rho (B)
with A/

WO = sum_n Pi_n (HAH_tau-H_0) Pi_n (C) o~ + .
and Z> Wn(): (’70 “,( H(T} L{q- ‘V’d>

rho = \sum_n p(n) Pi_n = exp(- betaH_0)/Z. 0 (D)
- 2 in J,) > P )

HAH_tau is the Hamilton operator in the Heisenberg picture at time tau; Pi_n are the projection

operators on the energy-eigenstates of H_O. F’ -
(e oy A S )

"‘Hc )
Note that (A) and (7) imply (B) and (C) and vice versa.

Obviously, (B) is the characteristic function of the hermitian operator WO

defined in (C) which is the old work operator projected onto the eigenbasis of H_0. Hence, you
have introduced a new work operator in spite of your initial statement that work operators are
deficient.

Let me close with the simple example of a spin 1/2 in a magnetic field which undergoes a
sudden change:
H_0 = epsilon_0 sigma_z/2 ==>H_1 = epsilon_1 \sigma_x/2

In this case the final Hamiltonian projected onto the eigenbasis of the initial one vanishes and
the work operator (7) becomes V Q @

' —t —

W 0 SR F{C) v
WO=-H_0

and the possible work values just coincide with the spectrum of the initial Hamiltonian in
contrast to the result of the two measurement scheme consisting of four possible work values
given by the differences of the initial and final energy eigenvalues.

Finally let me come back to your email, at the end of which you say that you take into account
the cost of measurement. But where in your theory is the measurement? In the abstract of your
paper you say "we completely omit quantum measurements in the definition of quantum
work". | see here a contradiction.

Or do | misunderstand?

| hope this message finds you in good spirit. If | have been critical it merely has been for the
sake of science and understanding but it is not meant in any personal way.



Conclusions

Generalized energy measurements lead to work distributions
which typically do not satisfy the Crooks relation relations.

Exceptions are error-free measurements protocol-dependent
post-measurement satisfying a detailed balance relation

Imposing only the JE poses a weaker requirement: 1st set of
measurements must be error-free with a complete orthogonal
set of post-measurement states and second measurements
must have with “effects” M;(0)M,(0) having unit trace.

Continuous measurements with Gaussian measurement
operators and constant variance obey modified fluctuation
relations with protocol-independent modifications.

Fluctuation relations continue to hold in presence of
measurements during the force protocol under mild conditions
on the measurement operators.
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Fluctuating entropy

Fluctuating entropy is a central notion of stochastic
thermodynamics!. Usually it is assumed to be proportional to the
logarithm of the system pdf

53t (x) = —kg In p(x)

such that its average coincides with the Shannon entropy
—kg [ dTsp(x)In p(x).

However, this violates W3: (s5th(x))5 # Ss.

Recent attempt? to cure this deficit:

Ssth(x) — —kBln p( )—|—kBﬁ2a *(X,,B)

B

L U. Seifert, Phys. Rev. Lett. 95, 040602 (2005).

2 U. Seifert Phys. Rev. Lett. 116, 020601 (2016).
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The Hamiltonian of mean force in general depends on temperature,
the parameters specifying the coupling of system and environment
as well as on properties of the environment.

If Hs(x) = T(p) + V(a) and Hj(q,y). (x = (q,p)) then

H*(x) = T(p) + V*(a)
V*(q) = V(q) — B In(e PHi@¥)) 5 - potential of mean force®

In this case the reduced position pdf pg(q) is determined by the
potential of mean force

paa) = &=V '@ Zgon

Zgonf — Zs//dpe_m—(p)

* J.G. Kirkwood, J. Chem. Phys. 3, 300 (1935).
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For example, if
Hs(x,A\) = Ho(x) + QX\, Q : a coordinate of S

the work done on the system by a parameter variation extending
over the time span (0, 7) is given by

w = /OT dtQ(t, z)\(t)

requiring to monitor the trajectory Q(t,z) for 0 <t < 7.
Provided an energy-expression E(x, \) exists that on average
agrees with the internal energy

Us = (E(x,A))s
then the first law-like energy balance
dE =0W +46Q

would define a fluctuating heat Q. Accordingly, the hypothetical
E(x,\) may be denoted as a fluctuating internal energy.
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In stochastic energetics and stochastic thermodynamics a possible
temperature dependence of the potential U(qg, \) is disregarded
and U(g, ) is assumed to represent the fluctuating internal energy.
Recently, Seifert! reformulated stochastic thermodynamics on the
basis of thermodynamics of open systems with the Hamiltonian of
mean force as a central element. He postulates the form of the
fluctuating internal energy as

0
B

Its thermal average yields the correct thermodynamic internal
energy

E(x,\) = —=BH*(x)

(E(x,A))s = Us

Note that in spite of its name, the fluctuating internal energy is a
deterministic function of the phase-space variable x. A randomness
appears only through the stochasticity of the time-evolution of x.

1 U. Seifert, Phys. Rev. Lett. 116, 020601 (2016).
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(HGWEVER) any other function
E(x,\) = E(x,\) + he(x, \)

where hg(x,\) € Ng = {h(x)| [ dl sh(x)pg(x) = 0} equally has
the required average (E(x, \))s = Us.

Another form of E(x,\) can be given in terms of a conditional
average over the environment

E(x, ) = (Hiwot|x) — (Hg)B
(:[x) = dT'g - w(y|x)
w(y|x) = _ ps(xy)

f derB(X, Y)
e—B(Hi(xy)+Hsz(y))

[ dr geBlHxy)+Hz()
= Z5le BlHo—H"(x))
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w(y|x): distribution of bath degrees of freedom y under the
condition of a fixed system state x. It defines the stationary
preparation class® consisting of all microscopic initial phase-space
distributions of the form w(y|x)po(x) with arbitrary pp(x).

H. Grabert, P. Talkner, P. Hanggi, Z. Phys. B 26 389 (1977)
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