Stochastic resonance in biological nonlinear evolution models
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We investigate stochastic resonance in the nonlinear, one-dimensional Fisher-Eigen model (FEM), which represents an archetypal model for biological evolution based on a global coupling scheme. In doing so we consider different periodically driven fitness functions which govern the evolution of a biological phenotype population. For the case of a simple harmonic fitness function we are able to derive the exact analytic solution for the asymptotic probability density. A distinct feature of this solution is a phase lag between the driving signal and the linear response of the system. Furthermore, for more complex systems a general perturbation theory (linear response approximation) is put forward. Using the latter approach, we investigate stochastic resonance in terms of the spectral amplification measure for a quadratic, a quartic single-peaked, and for a bistable fitness function. Our analytical results are also compared with those of detailed numerical simulations. Our findings vindicate that stochastic resonance does occur in these nonlinear, globally coupled biological systems.
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I. INTRODUCTION

Noise-induced order phenomena continue to attract ever growing interest among the practitioners of statistical and biological physics, and also among experimental researchers who put these diverse concepts to use. In particular, the fact that an optimally chosen dose of noise can boost the response and enhance the ability of information and particle transduction in nonlinear systems is known under the labels of stochastic resonance [1–4] and Brownian motors [5–8]. These concepts start to play an increasingly important role in biological systems [1,3,5,7] where noise can assist the functional behavior in a beneficial manner. In this spirit, we study within this work the generalized one-dimensional Fisher-Eigen model (FEM), representing a standard model of biological evolution with an intrinsic global selection coupling [9–13]. In the Fisher-Eigen model a species (e.g., some biological population) is described by a time-dependent, normalized probability density \( p(x,t) \geq 0 \) which is defined on a set \( G \). In the biological context, \( G \) is interpreted as the phenotype space. Furthermore, it is assumed that there exists a fitness function \( F(x,t) \) probing each phenotype \( x \in G \) at time \( t \). The evolutionary equation of this model is the nonlinear Fisher-Eigen equation (FEE)

\[
\frac{\partial p}{\partial t} = \left[ F - \bar{F}(t) \right]p + D \nabla^2 p, \quad (1)
\]

where \( \bar{F}(t) \) denotes the time-dependent, average fitness function

\[
\bar{F}(t) = \int_G dx F(x,t) p(x,t) \quad (2)
\]

of the population, and \( D \geq 0 \) is a mutation or diffusion parameter. Apparently, the FEE (1) is a nonlocal and nonlinear partial differential equation (PDE): in contrast to the usual Fokker-Planck equation it does not have the form of a continuity equation but instead involves explicitly the “potential”

\[
U(x,t) = - F(x,t)
\]

rather than its “force” \( \nabla F(x,t) \). Note also that the Fisher-Eigen equation distinctly differs from nonlinear effective Fokker-Planck equations with self-consistent nonlinear drift and diffusion coefficients [14–20]. The conservation (normalization) of the overall population follows from Eq. (1) by an integration over \( x \) using appropriate boundary conditions.

The effect of the selective first term on the right-hand side (rhs) of Eq. (1) is clear: it causes an increase of the local population, if the local fitness value \( F(x,t) \) is bigger than the ensemble average \( \bar{F}(t) \) and to a decrease, otherwise. Nonlocality or global coupling means that the change of the local population in the phenotype interval \( [x,x+dx] \) between time \( t \) and \( t+dt \) is also influenced by those parts of the overall population, which are located far away from \( x \). In this sense, models with nonlocal selection are based on the assumption that the corresponding system includes long-range information transfer mechanisms, which is of course typical of biological systems.

Besides selection, the second fundamental feature of biological evolution is mutation. In the FEE mutation processes are realized by diffusion in the phenotype space \( G \). Of course, in real biological systems \( G \) is a high-dimensional space. However, for the aim of our studies it is appropriate to confine the discussion to one dimension; more exactly, we set \( G=\mathbb{R} \) throughout this paper.

Our main objective is the investigation of the Fisher-Eigen model for fitness functions of the type

\[
F(x,t) = F_0(x) + S \sin(\omega t), \quad S > 0, x \in \mathbb{R}. \quad (3)
\]

This goal is closely related in spirit to the problems of sto-
chance synchronization [21,22] and stochastic resonance [1–3,23]. In particular, we shall be interested in two fundamental situations: (i) The time-independent part \( F_0(x) \) of the fitness function possesses only a single maximum, as it is the case for a harmonic fitness, i.e.,

\[
F_0(x) = -\frac{a}{2}x^2, \quad a > 0;
\]

and (ii) we also consider examples of the type

\[
F_0(x) = \frac{a}{2}x^2 - \frac{b}{4}x^4, \quad a, b > 0, x \in \mathbb{R}
\]

possessing two equivalent states of maximal fitness at \( x_0 = \pm a/b \).

In the biological context, the meaning of a bistable fitness function of the type (ii) can be illustrated as follows. Consider a biological species that is characterized by a certain phenotypical feature. Then each value \( x \in G \) decodes a possible realization of this feature. Now assume that there exist two optimal states \( x_- \) and \( x_+ \) corresponding to two equivalent maxima \( F_0(x_\pm) \). That is, those members of the species who are described by \( x=x_\pm \) have the highest survival probability. If changes in the environment occur on time scales much larger than the reproduction time of a generation of individuals, then the fitness function can be taken as approximately time independent, \( F(x,t)=F_0(x) \).

On the other hand, realistic biological systems are often subject to periodic or at least quasiperiodic environmental changes (e.g., seasons or glacial epochs), which should also be reflected by the fitness function. A simple way to include such effects is realized in Eq. (3), where the time-independent fitness function \( F_0(x) \) is superimposed by a time-periodic signal. If, as in the above examples (4) and (5), the function \( F_0(x) \) is even, \( F_0(-x)=F_0(x) \), then this symmetry is broken in the related time-dependent fitness function (3). In particular, for the bistable example (5) this means that, depending on the external periodic signal, now either states \( x=x_- \) or states \( x=x_+ \) correspond to maximal fitness values.

For the case (i) of a quadratic fitness function an exact analytic solution of the FEE can be found by using an appropriate ansatz. By virtue of this exact solution one is, in principle, able to compare with results found for driven Fokker-Planck models, characterized by a local coupling [1,23,24]. The harmonic case corresponding to Eq. (4) will be extensively discussed in Sec. II.

In principle, one can formulate the generic solution of the FEE (1) in terms of a series expansion. This will be shown in Sec. III. For more complicated examples, such as Eq. (5), it becomes impossible to find closed solutions. Hence approximate linear response techniques must be applied. The corresponding methods are developed in Sec. IV A. In Sec. IV B 1 it is shown that these techniques yield the exact solution for the harmonic case (4). Subsequently, in Secs. IV B 2 and V the perturbation theory is also applied to a single-peaked and a double-peaked quartic fitness function. In these examples stochastic resonance effects can be observed, which in contrast are distinctly absent for harmonic fitness functions. In general, we always test the analytical linear response results by comparing with numerical results based on numerically integrated solutions of the FEE (1). A summary of the main results will be given in Sec. VI.

Before starting out, we still want to mention that evolution processes described by the Fisher-Eigen equation (1) can also serve as role models for evolutionary algorithms of numerical optimization. In this latter context the Fisher-Eigen model is, for obvious reasons, also referred to as “Darwin strategy.” A detailed discussion of this aspect including applications to optimization problems (e.g., optimization of road networks) can be found in Refs. [25–28].

II. THE CASE OF A QUADRATIC FITNESS FUNCTION

Note that, for the sake of simplicity, we shall assume throughout this paper that all variables are already given in scaled, dimensionless form. Our objective is to identify whether stochastic resonance does, in principle, also emerge in nonlinear, globally coupled ensembles of the type of the Fisher-Eigen models.

A. Solution via an ansatz

In this part we consider the quadratic fitness function (4)

\[
F_0(x) = -\frac{a}{2}x^2, \quad a > 0,
\]

which depicts a single peak at \( x=0 \). Including a time-periodic perturbation \( F_0(x) \) is generalized to read

\[
F(x,t) = -\frac{a}{2}x^2 + xS \sin(\omega t).
\]

The time-independent problem with \( S=0 \) was studied earlier in Refs. [29,30]. Here we concentrate on the more interesting case \( S \neq 0 \). In order to solve the corresponding FEE (1) with the quadratic “potential” \( U(x,t)=-F(x,t) \), we attempt the Gaussian ansatz

\[
p(x,t) = \frac{1}{Z(t)} \exp \left\{ B[F_0(x) + A x \sin(\omega t + \phi)] \right\},
\]

where \( A, B, \) and \( \phi \) denote free parameters, which must be determined by inserting this ansatz into the FEE (1). By integration the time-dependent normalization constant \( Z(t) \) is found as

\[
Z(t) = \sqrt{\frac{2\pi}{aB}} \exp \left[ \frac{A^2 B^2}{2a} \sin^2(\omega t + \phi) \right].
\]

Thus, we can rewrite Eq. (7) as

\[
 p(x,t) = \frac{a B}{2\pi} \exp \left\{ - \frac{B}{2a} \left[ a x - A \sin(\omega t + \phi) \right]^2 \right\},
\]

simply representing a Gaussian with an oscillating mean value. Note that due to the special shape of ansatz (9) we confine ourselves to time-periodic solutions, which are automatically asymptotically stable. By inserting Eq. (9) into the FEE and subsequently ordering the resulting equation with respect to powers of \( x \), one is led to the equation
\[ g_0 + g_1 x + g_2 x^2 = 0, \]  

(10)

with coefficients

\[ g_0 = a(2aD B^2 - 1) - A B \sin(\omega t + \phi)\left[2A B \omega \cos(\omega t + \phi) - 2S \sin(\omega t) + A(1 + 2aD) B^2 \sin(\omega t + \phi)\right], \]  

(11a)

\[ g_1 = 2aB [A B \omega \cos(\omega t + \phi) - S \sin(\omega t) + 2aD A B^2 \sin(\omega t + \phi)], \]  

(11b)

\[ g_2 = a^2 B [(1 - 2 a D) B^2]. \]  

(11c)

In order to obey Eq. (10) each of the \( g_i \) must identically vanish. From the third condition \( g_2 = 0 \) one readily obtains

\[ B_+ = \pm \frac{1}{\sqrt{2} a D}, \]  

(12)

where only \( B = B_+ \) yields a physically relevant solution, since \( p(x, t) \) is required to be normalized. Thus, one finds from \( g_{0,1}=0 \) with \( B = B_+ \) the necessary condition

\[ A = \frac{S \sin(\omega t)}{B \omega \cos(\omega t + \phi) + S \sin(\omega t + \phi)}. \]  

(13)

Since \( A \) is supposed to be constant we have

\[ \frac{1}{a} \frac{d}{dt} A = \frac{S \omega [B \omega \cos(\omega t + \phi) + \sin(\phi)]}{[B \omega \cos(\omega t + \phi) + S \sin(\omega t + \phi)]^2}, \]  

(14)

which provides the required condition for the phase \( \phi \). Hence, we find

\[ \phi = - \arctan(B \omega) = - \arctan\left(\frac{\omega}{\sqrt{2} a D}\right). \]  

(15)

Inserting this result into Eq. (13) yields

\[ A = \frac{S}{\sqrt{1 + B^2 \omega^2}} = \frac{S}{\sqrt{1 + \omega^2/(2aD)}}. \]  

(16)

By virtue of Eqs. (12), (15), and (16) we hereby have determined all parameters \( A, \phi, \) and \( B = B_+ \) in the ansatz (9). It is now straightforward to calculate characteristic statistical quantities for this solution. For example, the mean value is obtained as

\[ \bar{x}(t) = A \bar{a} \sin(\omega t + \phi), \]  

(17)

and the variance becomes a constant,

\[ \sigma^2(t) = \bar{x}^2(t) - \bar{x}^2 = \frac{1}{aB} = \frac{2D}{a}. \]  

(18)

Performing the integration according to Eq. (2), the ensemble average of the fitness function \( F(x, t) \) is obtained as

\[ \bar{F}(t) = \frac{1}{2B} + \frac{S}{4a(1 + B^2 \omega^2)} + \frac{S^2}{4a(1 + B^2 \omega^2)} \times (1 - 2 \sqrt{1 + B^2 \omega^2} \cos(2(\omega t + \phi))). \]  

(19)

Note that in contrast to the simple phase shift for \( \bar{x}(t) \), the average \( \bar{F}(t) \) oscillates with a frequency twice as large. Also note in this context that \( \bar{F}(t) \) contains merely terms of order \( S^0 \) and \( S^2 \). In Fig. 1 we have plotted \( p(x, t) \) together with a comparison between \( \bar{x}(t), \bar{F}(t), \) and the periodic perturbation.

We remark that the time-periodic asymptotic solution derived above is of the same Gaussian type as the solution of the Fokker-Planck system for the periodically driven harmonic oscillator. However, due to the different type of evolution equation, explicit differences consist for the phase shift \( \phi \), the response amplitude \( A \), and the variance \( \sigma^2 \), as a comparison with the results of Refs. [24,32] shows.

**B. Numerical methods**

Unfortunately, for more complicated periodically driven fitness functions \( F(x, t) \) it is generally impossible to find exact solutions by the procedure outlined in Sec. II A. Consequently, we present in Sec. IV A a perturbation theory approach which yields an approximative asymptotic solution of
III. GENERAL SOLUTION OF THE FISHER-EIGEN EQUATION

Before perturbation theory is considered in Sec. IV, we shall discuss the generic solution of the FEE (1). It was already pointed out in the introduction that the Fisher-Eigen equation (1) is a nonlinear PDE. Interestingly enough, however, it can be transformed into a linear PDE, if one uses the ansatz \[ 11,31 \]

\[ p(x,t) = \varrho(x,t)e^{-\int_0^t ds\tilde{F}(s)}, \quad (20) \]

satisfying at initial time \( t=0 \)

\[ p(x,0) = \varrho(x,0). \quad (21) \]

In contrast to \( p(x,t) \), the non-negative function \( \varrho(x,t) \) is not normalized. More precisely, one finds from Eq. (20) by means of an integration that

\[ \tilde{Z}(t) = \int_G dx\varrho(x,t) = \exp\left[\int_0^t ds\tilde{F}(s)\right], \quad (22) \]

and, thus, the general result

\[ \tilde{F}(t) = \frac{d}{dt}\ln\int_G dx\varrho(x,t) = \frac{d}{dt}\ln\tilde{Z}(t). \quad (23) \]

Inserting the ansatz (20) into the FEE (1) yields

\[ \frac{\partial \varrho}{\partial t} = D\nabla^2 \varrho + F(x,t)\varrho. \quad (24) \]

This equation deserves to be commented on: In the above approach, we started out from the FEE (1) and obtained Eq. (26) by applying the ansatz (20). Of course, one could instead also start from the rather general evolutionary equation (24), governing the dynamics of some non-negative, non-normalized density \( \varrho(x,t) \). Then it is straightforward to show that the related normalized density \( \varrho(x,t) \), defined by

\[ \varrho(x,t) = \frac{\varrho(x,t)}{\int_G dx\varrho(x,t)}, \quad (25) \]

is governed by the Fisher-Eigen equation (1).

We now continue with the analysis of Eq. (24): In order to obtain a more familiar standard form we introduce two “potentials” by writing

\[ U(x,t) := -F(x,t), \quad U_0(x) := -F_0(x). \quad (26) \]

These definitions allow us to recast Eq. (24) as

\[ -\frac{\partial \varrho}{\partial t} = [D\nabla^2 + U(x,t)]\varrho. \quad (27) \]

The rhs of Eq. (27) has a Schrödinger-equation-like structure \[ 33,34 \], though, compared with quantum mechanics a fundamental difference is given by the fact that the left-hand side is real valued. With regard to the subsequent discussion it is
obeying
\[ \hat{H}(t) = \hat{H}(t + T) \]  
with \( T = 2\pi/\omega \). Formally, the structure of the operator \( \hat{H}(t) \) is very similar to that of a quantum-mechanical Hamilton operator (with parameters \( \hbar = 1 \) and \( 2m = 1/D \), which implies that a solution of Eq. (27) can be expressed in terms of eigenfunctions of \( \hat{H} \). This will be discussed in the following two sections.

### A. The case of no driving: \( S=0 \)

Before we deal with the general case \( S>0 \), it might be useful to briefly consider the unperturbed problem \( S=0 \) first. Since an extensive discussion of this special case with regard to the Kramers transition problem can be found in Ref. [31], see also in Refs. [33,35], we shall merely present a summary of the main results.

Assuming a discrete, nondegenerate spectrum of eigenvalues, as it is the case for the examples considered below, the formal solution of the FEE (1) with \( S=0 \) is given by
\[ p(x,t) = \exp \left[ - \int_0^t ds \overline{F}_0(s) \right] \sum_{n=0}^{\infty} c_n \varphi_n(x) e^{-\lambda_n t}, \]  
where \( \varphi_n \) is a \( L^2(G) \)-normalized eigenfunction of the time-independent operator
\[ \hat{H}_0 = -D\nabla^2 + U_0(x) \]  
and \( \lambda_n \) is the corresponding eigenvalue, i.e.,
\[ \delta_{mn} = \int_G dx \varphi_m^*(x) \varphi_n(x), \quad \hat{H}_0 \varphi_n = \lambda_n \varphi_n. \]  
We have denoted by \( L^2(G) \) the space of square-integrable functions on \( G \) (where in our case \( G = \mathbb{R} \)). In view of Eq. (21) the coefficients
\[ c_n = \int_G dx \varphi_n^*(x) p(x,0) \]  
are determined by the initial condition. In order to identify the exponential prefactor in Eq. (30), one integrates Eq. (30) over \( x \) and makes use of the fact that \( p(x,t) \) is normalized. This procedure yields
\[ \exp \left[ - \int_0^t ds \overline{F}_0(s) \right] = \int_G dx \mathcal{Q}(x,t) = \sum_{n=0}^{\infty} c_n \lambda_n e^{-\lambda_n t}, \]  
where we have defined the constants
\[ l_n = \int_G dx \varphi_n(x). \]  
Note that \( l_n = 0 \) holds for \( n=\text{odd} \), if the potential is symmetric, i.e. \( U_0(x) = U_0(-x) \). From Eq. (34) it follows that
\[ \overline{F}_0(t) = - \frac{d}{dt} \ln \int_G dx \mathcal{Q}(x,t) = - \sum_{m=0}^{\infty} \sum_{n=0}^{\infty} c_m l_m e^{-\lambda_m t} \]  
and
\[ p(x,t) = \sum_{n=0}^{\infty} c_n \varphi_n(x) e^{-\lambda_n t} \]  
\sum_{m=0}^{\infty} c_m l_m e^{-\lambda_m t}. \]  

In conclusion, for the unperturbed case \( S=0 \) the solution of the FEE (1) can completely be given in terms of characteristic quantities of the eigenvalue problem (24).

Let us take a closer look at the stationary situation. Assuming a time-independent solution \( p'(x) \) of the FEE (1), we find from Eq. (36) that the stationary value \( \overline{F}_0 \) of \( \overline{F}_0(t) \) is determined by the lowest eigenvalue
\[ \overline{F}_0 = -\lambda_0. \]  
Moreover, due to Eq. (37), the stationary solution \( p'(x) \) is proportional to \( \varphi_0(x) \), i.e.,
\[ p'(x) = \frac{\varphi_0(x)}{l_0}. \]  

### B. The case with nonzero driving: \( S>0 \)

Generally, there exist many different methods to solve explicitly time-dependent problems of the type (27). To name only a few we mention here the Floquet formalism [36] and the Kramers-Henneberger oscillating frame representation [37,38], with the latter method widely applied in the theory of (rapidly) driven quantum problems [23].

In contrast, for our discussion we choose a more conventional, perturbative approach, which is based on the ansatz
\[ \mathcal{Q}(x,t) = \sum_{n=0}^{\infty} \varphi_n(x) c_n(t), \]  
where the time-dependent coefficients are determined by
\[ c_n(t) = \int_G dx \varphi_n^*(x) \mathcal{Q}(x,t). \]  
Because for all examples considered in this work the complete set of orthonormal eigenfunctions \( \{ \varphi_n \} \) of \( \hat{H}_0 \) are known to be real, we can drop from here on the asterisk in spatial scalar products such as Eq. (41). Inserting the ansatz (40) into the evolutionary equation (27) yields
\[ l_n = \int_G dx \varphi_n(x). \]
In order to obtain an ordinary differential equation (ODE) for each function $c_n(t)$ we multiply Eq. (42) by $\varphi_k$ and integrate the resulting equation over $x$. This procedure yields

$$\dot{c}_k(t) + \lambda_k c_k(t) + S \sin(\omega t) \sum_{n=0}^{\infty} M_{kn} c_n(t) = 0,$$

(43)

where the matrix coefficients $M_{kn}$ are given by

$$M_{kn} = -\int_G dx \varphi_k(x) \varphi_n(x) = M_{nk}.$$

Due to the symmetry properties of the $\varphi_n$'s in examples with symmetric fitness function, $F_0(x) = F_0(-x)$, we find that $M_{kn} = 0$ holds whenever $n + k$ is even.

It is now convenient to introduce in the following a matrix notation

$$c(t) = [c_n(t)], \quad \varphi(x) = [\varphi_n(x)],$$

$$M: = [M_{kn}], \quad \Lambda: = [\Lambda_{kn}] = [\lambda_k \delta_{kn}],$$

(45)

where $n,k = 0,1,2,\ldots$. In this notation $c(t)$ and $\varphi(x)$ can be viewed as (infinite-dimensional) column vectors, whereas $M$ and $\Lambda$ represent matrices. These conventions allow us to rewrite the ansatz (40) in the form of a column vector scalar product

$$\langle \varphi(x), c(t) \rangle := \sum_{n=0}^{\infty} \varphi_n(x) c_n(t) = \varphi(x,t),$$

(46)

and, moreover, the ODE (43) as

$$\dot{c}(t) = -[\Lambda + S \sin(\omega t) M] c(t),$$

(47)

where, for example,

$$M c(t) = \sum_{n=0}^{\infty} M_{n} c_n(t).$$

(48)

yields again a column vector. The well-known formal solution of Eq. (49) is given by

$$c(t) = \exp \left\{ -\int_0^t ds [\Lambda + S \sin(\omega t) M] \right\} c(0),$$

(49)

where $\hat{\mathcal{G}}$ denotes the time-ordering operator. Introducing the abbreviation

$$A(t) = -[\Lambda + S \sin(\omega t) M],$$

(50)

Eq. (49) is, by definition, equivalent to

$$e(t) = \left[ 1 + \sum_{n=1}^{\infty} \int_0^t dt_1 \int_0^{t_1} \cdots \int_0^{t_{n-1}} dt_n \right] c(0),$$

(51)

where $\bf{1}$ denotes the unity matrix. The diagonal matrix $A(t)$ does not commute with $M$ and, therefore, also the matrices $A(t)$ do generally not commute. More precisely, the matrix elements of the commutator

$$[M,A]: = MA - AM$$

(52)

can be evaluated to read

$$[M,A]_{ij} = \sum_{n=0}^{\infty} (M_{ij} \lambda_n \delta_{nj} - \lambda_i \delta_{in} M_{nj}) = (\lambda_j - \lambda_i) M_{ij}. $$

However, it is straightforward to determine $c(0) = [c_n(0)]$ in Eq. (51) from the initial conditions, since at $t = 0$ we have by virtue of Eq. (21)

$$\varphi(x,0) = \sum_{n=0}^{\infty} \varphi_n(x) c_n(0) = \varphi(x,0).$$

(53)

In view of the orthogonality of the set $\{\varphi_n\}$ we find

$$c_n(0) = \int_G dx \varphi_n(x) p(x,0).$$

(54)

In particular, the choice of special initial conditions can simplify further calculations, e.g., for $p(x,0) \sim \varphi_0(x)$ we have $c_{n+0}(0) = 0$.

In terms of the scalar product (46), we can summarize the formal solutions for $p(x,t)$ and $\bar{F}(t)$ by

$$p(x,t) = \frac{\langle \varphi(x), c(t) \rangle}{\bar{Z}(t)}, \quad \bar{Z}(t) = \langle I, c(t) \rangle$$

(56)

and

$$\bar{F}(t) = \frac{d}{dt} \ln \bar{Z}(t),$$

(57)

where we used, for convenience, $I = [I_n]$ with $I_n$ defined by Eq. (35). By means of Eq. (47) one can also rewrite Eq. (57) as

$$\bar{F}(t) = \frac{\langle I, \Lambda(t) c(i) \rangle}{\langle I, c(i) \rangle}.$$  

(58)

We are thus able to formally write down the exact solutions for $p(x,t)$ and $\bar{F}(t)$. Even though the above outlined formal theory in addition possesses merit for numerical studies, these results are of limited use in practice in order to describe specific quantitative results. A natural obstacle is, for example, that one usually does not have knowledge of the exact eigenfunctions $\varphi_n$ of the unperturbed problem and, as well, of related quantities such as the matrix elements $M_{kn}$ and the
set of eigenvalues $\lambda_i$. In the following we shall therefore pursue an approximation scheme which will enable us to estimate the relevant asymptotic behavior of the system dynamics to leading order in the driving strength (linear response approximation).

**IV. PERTURBATION THEORY**

The first aim of this part is to derive a perturbation expansion that yields approximate solutions for the asymptotic density $p^\omega(x,t)$ and the asymptotic mean value $\bar{x}(t)$. This will be done in Sec. IV A. Subsequently, in Sec. IV B, these results are applied to the single-peaked quadratic and the single-peaked quartic fitness function, respectively.

During the following discussion, we restrict ourselves to situations for which the time-independent part $F_0(x)$ of the fitness function $F(x,t)$ satisfies the symmetry property $F_0(-x) = F_0(x)$. Moreover, we demand as before that the spectrum of the related operator $\hat{H}_0$ is discrete and nondegenerate.

**A. Small S expansion**

We attempt to expand the problem with respect to powers of the signal strength $S$. To this end we assume that we can write the solution of the perturbed problem in the form

$$\varrho(x,t) = \sum_{i=0}^{\infty} S^i \varrho_i(x,t).$$

Inserting this ansatz into Eq. (27) yields

$$- \sum_{i=1}^{\infty} S^i \frac{\partial}{\partial t} \varrho_i = \sum_{i=0}^{\infty} S^i [ - D \nabla^2 + U_0(x) - x S \sin(\omega t) ] \varrho_i.$$  

Considering the contributions of order $S^i$ separately, we obtain the following hierarchy of equations:

$$\frac{\partial}{\partial t} \varrho_0 = [ D \nabla^2 - U_0(x) ] \varrho_0,$$

$$\frac{\partial}{\partial t} \varrho_i = [ D \nabla^2 - U_0(x) ] \varrho_i + x \sin(\omega t) \varrho_{i-1}$$

for $i=1,2,\ldots$. Apparently, $\varrho_0(x,t)$ is simply the solution of the unperturbed problem and, therefore, asymptotically (superscript $a$)

$$\varrho_0^a(x,t) = \exp(-\lambda_0 t) \varphi_0(x),$$

and thus,

$$p^\omega(x,t) = \frac{\varrho_0^a(x)}{l_0} + \mathcal{O}(S) = p^a(x) + \mathcal{O}(S).$$

Next, we consider the dynamics of $\varrho_1^a(x,t)$. A plausible ansatz reads

$$\varrho_1^a(x,t) = \sum_{i=0}^{\infty} a_{1i}(t) e^{-\lambda_i t} \varphi_i(x).$$

In view of the orthonormality of the $\varphi_i$, we find the following ODE for the time-dependent coefficients

$$\dot{a}_{1i}(t) = - \gamma_i a_{1i}(t) - \sin(\omega t) M_{i0},$$

where

$$\gamma_i = \lambda_i - \lambda_0.$$  

In particular, we observe that $\dot{a}_{1i}(t) = 0$ holds for a symmetric fitness function. The asymptotic solution of Eq. (66) for $i=1,2,\ldots$ can be written as

$$a_{1i}(t) = M_{i0} \left[ \frac{\omega}{\gamma_i^2 + \omega^2} \cos(\omega t) - \frac{\gamma_i}{\gamma_i^2 + \omega^2} \sin(\omega t) \right].$$

Consequently, due to $M_{i2j0} = 0$ for symmetric problems, only terms with odd numbered $i$‘s contribute in Eq. (65), yielding

$$p^\omega(x,t) = \frac{1}{l_0} \left[ \frac{\varrho_0^a(x)}{l_0} + \sum_{i=1}^{\infty} M_{i0} \left[ \frac{\omega}{\gamma_i^2 + \omega^2} \cos(\omega t) - \frac{\gamma_i}{\gamma_i^2 + \omega^2} \sin(\omega t) \right] \right] + \mathcal{O}(S^2).$$

Thus, we find for the linear response [1,33,39,40] of the related asymptotic mean value the result

$$\bar{x}(t) = \mu_i M_{i0} \left[ \frac{\omega}{\gamma_i^2 + \omega^2} \cos(\omega t) - \frac{\gamma_i}{\gamma_i^2 + \omega^2} \sin(\omega t) \right] + \mathcal{O}(S^2),$$

where

$$\mu_i = \int_G dxx \varphi_i(x).$$

Put differently, given the eigenvalue differences $\gamma_i = \lambda_i - \lambda_0$ and the eigenfunctions $\varphi_i(x)$ of the unperturbed problem, we can describe the linear response of the asymptotic system dynamics. Moreover, if the eigenvalue differences $\gamma_i$ are strongly increasing for $i=1,2,\ldots$, then it should even be sufficient to merely consider the $\lambda_1$ contribution in Eq. (70), i.e.,

$$\bar{x}^1 = \mu_{11} \left[ \frac{\omega}{\gamma_1^2 + \omega^2} \cos(\omega t) - \frac{\gamma_1}{\gamma_1^2 + \omega^2} \sin(\omega t) \right] = : \bar{x}^1(t).$$

This can still be simplified to

$$\bar{x}^1 = - \frac{\mu_{11} \lambda_1 S}{\sqrt{\lambda_1} + \omega} \sin(\omega t - \phi),$$

where the phase shift is given by

$$\phi = \int_G dxx \varphi_1(x).$$
\[ \phi = \arctan \left( \frac{\omega}{\gamma_1} \right). \]  

The related amplitude function

\[ \chi_{10}^c = \frac{1}{S} \max_t \tilde{x}_1^2(t) - \frac{\mu_1}{l_0} \frac{M_{10}}{\sqrt{\gamma_1 + \omega^2}} \]  

will be referred to as \textit{partial response amplitude} in the following. This very quantity will be invoked below to characterize the spectral amplification for stochastic resonance [1,41]. In particular, we shall compare analytical estimates for \( \chi_{10}^c \) with numerical results for the \textit{total response amplitude}

\[ \chi_{tot}^c = \frac{1}{S} \max_t \tilde{x}^2(t), \]  

defined as the ratio between the amplitude of \( \tilde{x}(t) \) and the driving amplitude \( S \). In contrast to \( \chi_{10}^c \) for quartic fitness functions the total amplitude \( \chi_{tot}^c \) can only be determined by means of computer simulations, since the exact solution \( \tilde{x}(t) \) remains unknown.

**B. Application to single-peaked fitness functions**

We shall now apply the results of the preceding section to two simple examples, representing single-peaked fitness functions. From these applications it will become clear that the partial response amplitude \( \chi_{10}^c \) from Eq. (75) can be used to predict the appearance of stochastic resonance in the FEM.

Before we start discussing the first example, the following remark is in order: Since we intend to calculate \( \chi_{10}^c \), we must know the quantities \( \mu_1, l_0, M_{10} \) and \( \gamma_1 \), which follow from the first two eigenfunctions and eigenvalues of the unperturbed operator \( \hat{H}_0 \). Unfortunately, for arbitrary fitness functions the eigenvalue problem for \( \hat{H}_0 \) cannot be solved exactly and one has to use, for example, standard variational methods [42,43]. For fitness functions \( F_0(x) \) possessing a single maximum or for corresponding potentials \( U_0(x) = -F_0(x) \) exhibiting a single minimum, respectively, it is appropriate to use the orthogonal, normalized test functions

\[ \varphi_0(x) = \left( \frac{2\alpha}{\pi} \right)^{1/4} \exp(-\alpha x^2), \]

\[ \varphi_1(x) = 2 \left( \frac{2\alpha^3}{\pi} \right)^{1/4} x \exp(-\alpha x^2) \]  

as approximations of the first two eigenfunctions, where \( \alpha \) is the variational parameter. These test functions yield

\[ l_0 = \left( \frac{2\pi}{\alpha} \right)^{1/4}, \quad \mu_1 = \left( \frac{2\pi}{\alpha} \right)^{1/4}, \quad M_{10} = -\frac{1}{2\sqrt{\alpha}}, \quad \gamma_1 = 4D\alpha. \]  

These results are valid whenever test functions of the form (77) are applied. In particular this implies that in the case of a quadratic fitness function or potential these become exact.

1. \textbf{Quadratic fitness function}

Let us first consider the quadratic fitness function \( F_0(x) = -ax^2/2 \) as discussed in Sec. II. In this case, we can make use of the well-known results for the eigenvalues and dipole moments of the quantum harmonic oscillator [37], yielding

\[ \lambda_n = \sqrt{2ad}(n + \frac{1}{2}) \]  

and

\[ M_{kn} = -\left( \frac{D}{2a} \right)^{1/4} (\delta_{(n-1)} - \frac{n}{\sqrt{2ad}} + \delta_{(n+1)} \sqrt{n + 1}). \]  

Thus, we have

\[ \alpha = \sqrt{\frac{a}{8D}}, \quad \gamma_n = n\sqrt{2ad}, \quad \mu_1 = \left( \frac{8D}{a} \right)^{1/4}, \]  

\[ M_{10} = -\left( \frac{D}{2a} \right)^{1/4}. \]  

Since according to Eq. (82) also \( M_{10} = 0 \) for \( i > 1 \) holds, the linear response result (70) for the harmonic potential coincides with the exact result (17) given in Sec. II. In particular, for the quadratic fitness function the partial response amplitude \( \chi_{10}^c \) precisely equals the total response amplitude \( \chi_{tot}^c \). We also remark that for a quadratic fitness function there exists no optimal diffusion strength \( D \); put differently, the related partial response amplitude \( \chi_{10}^c = \chi_{tot}^c \) exhibits a monotonically increasing behavior towards saturation, see Fig. 3(a). Consequently, stochastic resonance cannot occur for this particular example.

2. \textbf{Quartic fitness function}

We now consider the fitness function

\[ F_0(x) = -g\frac{x^4}{4}, \quad g > 0. \]  

For Eq. (82) the optimization parameter \( \alpha \) is explicitly determined as

\[ \alpha = \frac{1}{2} \left( \frac{3g}{4D} \right)^{1/3}, \]  

yielding for the linear response amplitude the result

\[ \chi_{10}^c = \left( \frac{4D}{3g} \right)^{1/3} \frac{1}{\sqrt{6D^2g^{2/3} + \omega^2}}. \]  

Thus, in contrast to the case with a quadratic fitness function, there exists now an optimal value

\[ D_c = \sqrt{\frac{\omega^3}{6g}}, \]  

for which the partial amplitude \( \chi_{10}^c \) assumes a maximum. This can be interpreted as the appearance of \textit{stochastic resonance} in the Fisher-Eigen model. In Fig. 3 we depict the spectral amplification measure [41,44] \( \chi_{10}^c \) for different val-
In the equilibrium situation most members of the species will possess a phenotype close to either $+x_m$ or $-x_m$, corresponding to two different phenotypes, where

$$x_m = \sqrt{\frac{a}{b}}.$$  

In the equilibrium situation most members of the species will possess a phenotype close to either $+x_m$ or $-x_m$. Deviations from the optimal phenotypes $\pm x_m$ are due to mutations. Furthermore, since $F_0$ is symmetric, the corresponding time-
independent equilibrium distribution \( p'(x) \), which is defined as the solution of

\[
0 = \left[ F_0(x) - \bar{F}(0) \right] p(x) + D \nabla^2 p(x), \tag{89}
\]

is also symmetric, \( p'(x) = p'(-x) \). As illustrated in Fig. 5, the explicit shape of the stationary distribution \( p'(x) \) essentially depends on the size of the mutation (diffusion) parameter \( D \).

Considering the influence of external driving, \( S > 0 \), the explicitly time-dependent part in Eq. (86) can be interpreted as some weak external perturbation, which periodically improves or decreases the fitness values of certain phenotypes. Typical candidates for such effects could be periodic climate changes in biological systems, or also market cycles in economic systems, to name but a few. Regarding such phenomena, one should expect that the driving period

\[
T = \frac{2\pi}{\omega}, \tag{90}
\]

characterizing the time scale of the external perturbation, is very large compared with the lifetime of members of the species. Hence, in such cases both \( S \) and \( \omega \) will be very “small” parameters, intuitively justifying the use of the perturbation theory outlined above.

In the following section we shall discuss results that have been obtained by applying this perturbation theory to the Fisher-Eigen equation (1) for the double-peaked fitness function (86). Beforehand, it is useful to introduce the scaled quantities

\[
\tilde{x} = \frac{x}{x_m}, \quad \tilde{t} = t \alpha x_m^2, \quad \tilde{D} = \frac{D}{\alpha x_m^4},
\]

\[
\tilde{S} = \frac{S}{\alpha x_m^3}, \quad \tilde{\omega} = \frac{\omega}{\alpha x_m^3}, \quad \tilde{p}(\tilde{x}, \tilde{t}) = x_m p(x, t).
\tag{91}
\]

This is equivalent to setting \( a = b = 1 \). For the sake of convenience we drop all tildes to obtain the following rescaled version of the Fisher-Eigen equation (1):

\[
\frac{\partial p}{\partial t} = \left[ F - \bar{F}(t) \right] p + D \nabla^2 p, \tag{92}
\]

where the rescaled fitness function takes the form

\[
F(x, t) = \frac{x^2}{2} - \frac{x^4}{4} + x S \sin(\omega t). \tag{93}
\]

B. Results of perturbation theory

In the following we shall determine estimates for the partial response amplitude \( \chi_0 \) in the two limiting cases of strong and weak diffusion \( D \). According to Sec. IV, for this purpose we need to evaluate the quantities \( M_{10}, l_0, \mu_1, \) and \( \gamma_1 \) for the operator

\[
\hat{H}_0 = -D \nabla^2 + \frac{x^4}{4} - \frac{x^2}{2}. \tag{94}
\]

1. Strong diffusion limit

In the strong diffusion limit \( D \to \infty \), the influence of the central well of the fitness function on the dynamics of the system becomes negligible. This fact is also illustrated by Fig. 5, where it can be deduced that for large values of \( D \), the stationary distribution of the unperturbed problem exhibits only a single maximum at \( x = 0 \). The explanation for this result is that due to the strong diffusion or dominating mutations, respectively, large parts of the population occupy phenotype regions with low fitness values. Therefore, if we neglect the central well of the fitness functions, which is caused by the quadratic term in \( F_0(x) \), we are in the position to apply the stochastic resonance results for the quartic fitness function derived in Sec. IV B 2, cf. Fig. 4. In particular, Eq. (85) implies that stochastic resonance effects may only be observable if the driving frequency \( \omega \) is sufficiently large.

In terms of the eigenvalue spectrum of the related operator \( \hat{H}_0 \) with potential \( U_0(x) = F_0(x) \), the condition of “strong diffusion” can be conceived as follows:

\[
\lambda_0 \gg U_0(0) = 0, \tag{95}
\]

where \( x_0 = 0 \) is the position of the local maximum of \( U_0(x) \). On the other hand, if there exist sufficiently many eigenvalues \( \lambda_0 < \lambda_1 < \cdots < \lambda_n \), such that

\[
\lambda_n < 0, \tag{96}
\]

then we shall speak of the “weak diffusion limit.” This convention is in agreement with the notion of “deep” and “shallow” potentials in quantum mechanics.

2. Weak diffusion limit

For the opposite limit of weak diffusion \( D \to 0 \), corresponding to deep potentials (that is, potentials with a high barrier), there exist several methods to obtain the quantities \( M_{10}, l_0, \mu_1, \) and \( \gamma_1 \). As before in Sec. IV B 2, we put the variational method to work, using the orthogonal functions...
\[ \varphi_0(x) = \frac{N_0}{\sqrt{2}} \left[ \exp[-\alpha(x-1)^2] + \exp[-\alpha(x+1)^2] \right], \]

\[ \varphi_1(x) = \frac{N_1}{\sqrt{2}} \left[ \exp[-\alpha(x-1)^2] - \exp[-\alpha(x+1)^2] \right], \]

as approximations of the first two eigenfunctions, where \( \alpha \) is the variational parameter and

\[ N_0 = \left[ \frac{\sqrt{\pi}}{2\alpha} (1 + e^{-2\alpha}) \right]^{-1/2}, \quad N_1 = \left[ \frac{\sqrt{\pi}}{2\alpha} (1 - e^{-2\alpha}) \right]^{-1/2}, \]

are normalization constants. These test functions yield

\[ l_0 = \left( \frac{8\pi}{\alpha} \right)^{1/4} \frac{1}{\sqrt{1 + e^{-2\alpha}}}, \quad \mu_1 = \left( \frac{8\pi}{\alpha} \right)^{1/4} \frac{1}{\sqrt{1 - e^{-2\alpha}}}, \]

\[ M_{10} = -\frac{1}{\sqrt{1 - e^{-4\alpha}}} \]

and the eigenvalue difference emerges as

\[ \gamma_1 = \frac{3 - 2\alpha + 32\alpha^2 D}{8\alpha \sinh(2\alpha)}. \]

Hence, the partial response amplitude \( \chi_{10} \) can be written as

\[ \chi_{10} = \frac{\sqrt{\gamma_1 + \omega^2}}{2\sqrt{\gamma_1}}, \]

Unfortunately, for the operator (94) the optimization parameter \( \alpha \) cannot be calculated analytically, because the Ritz variational condition leads to a transcendental equation for \( \alpha \). Using a harmonic approximation near the minima of \( U_0(x) \) yields

\[ \alpha = \sqrt{\frac{U_0''(x_{\min})}{8D}} = \sqrt{\frac{1}{4D}}, \]

and, therefore,

\[ \gamma_1 = \frac{3(\sqrt{D} + 1)}{4 \sinh(1/\sqrt{D})}. \]

In Fig. 6 we depict the comparison between the partial amplitude \( \chi_{10} \) based on this estimate of \( \gamma_1 \), and the numerically calculated full amplitude \( \chi_{tot} \). As seen from Fig. 6(a), the partial amplitude result does predict the existence of a stochastic resonance regime, provided that the driving frequency \( \omega \) is sufficiently large. The corresponding numerical results for the total response amplitude \( \chi_{tot} \) confirm this theoretical prediction. This becomes clear from Fig. 6(b), where the lines with \( \omega \leq 0.5 \) exhibit a monotonically decreasing behavior. In contrast, the curves with \( \omega = 0.7 \) and \( \omega = 1.0 \) show a weak local maximum; i.e., stochastic resonance characteristics are emerging for this set of parameters. In particular, these observations provide evidence that, in principle, also in the weak diffusion limit the simple (two-eigenfunction) linear response approximation can be used to predict whether stochastic resonance for the bistable quartic fitness function in fact occurs. The significant quantitative deviation of the analytical estimates \( \chi_{10} \) in Fig. 6(a) from the exact (numerically determined) values \( \chi_{tot} \) in Fig. 6(b) is due to the same reasons as discussed at the end of Sec. IV B 2. In particular, the breakdown of the perturbation theory for \( D \to 0 \) comes as no surprise, for it was recently shown \([39,40]\) that applicability of the linear response method is restricted to the parameter region \( D/S \gg 1 \).

VI. CONCLUSIONS

In this work, the phenomenon of stochastic resonance in the FEM has been identified. In the FEM the evolutionary dynamics of an ensemble is governed by a global coupling. Therefore, the dynamical equation of this model has the form of a nonlinear partial differential equation for the population density and is composed of a homogeneous part and a diffu-
sive part. The dynamics of the nonlinear Fisher-Eigen equation can equivalently be mapped onto a linear equation. Thus, the occurrence in this type of nonlinear master equation is distinctly different from stochastic resonance in globally coupled Fokker-Planck mean-field-type situations [16] and also distinct from the phenomenon of spatiotemporal stochastic resonance in coupled nonlinear, dynamical, and excitable systems [48–52]. It could be shown both analytically and numerically that in the presence of periodic driving the FEM can feature stochastic resonance effects.

In particular, we have calculated the exact asymptotic solution for the case of a simple quadratic fitness function with sinusoidal driving. A main finding is that for this quadratic fitness function stochastic resonance effects do not occur. In contrast, for the more complicated case of a single-peaked, quartic fitness function (Sec. IV B 2) stochastic resonance is observable. Moreover, this phenomenon can be quantitatively understood within the framework of linear response theory. For example, one is able to calculate a satisfactory analytic estimate for the critical diffusion strength $D_c$, at which the resonance occurs.

According to the results of Sec. V, linear response theory can also be used in order to predict stochastic resonance effects in the case of a double-peaked, quartic fitness function. Here, a weak stochastic resonance effect is observable only if the frequency of the external signal is sufficiently large. This result follows from the linear perturbation theory with respect to the driving amplitude $S$, and has been corroborated by numerical simulations of the Fisher-Eigen equation. We therefore conclude that, although the quantitative agreement is essentially limited by the quality of required eigenvalue approximations, linear response methods in principle provide a useful tool to predict the appearance of stochastic resonance in the FEM.
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