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We develop the statistical theory of discrete non-stationary non-Markov random processes in complex
systems. The objective of this paper is to find the chain of finite-difference non-Markov kinetic equations
for time correlation functions (T'CF) in terms of non-stationarity effects. The developed theory starts from
careful analysis of time correlation through non-stationary dynamics of vectors of initial and final states
and non-stationary normalized TCF. Using of projection operators technique we find the chain of finite-
difference non-Markov kinetic equations for discrete non-stationary TCF and for the set of non-stationary
discrete memory functions (MF). The last contains supplementary information about non-stationary prop-
erties of complex system in a whole. Another relevant result of our theory is a construction of a set of
dynamic parameters of non-stationarity, which contains information on non-stationarity effects. The full set
of dynamic parameters and kinetic functions ( TCF, short MF, statistical spectra of non-Markovity param-
eter and statistical spectra of non-stationarity parameter) has made possible in-depth information about
discreteness, non-Markov effects, long-range memory and non-stationarity of underlying processes.
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1 Introduction

Study of information processing in life systems is
one of the central problems in modern science. It is
now well known that in some of natural sequences
the elements are not arranged randomly, but ex-
hibit long-range correlations. Over a long time ago
it was suggested that many complex systems ob-
served in nature can be described by low dimen-
sional nonlinear dynamic models. It was anticipated
that the properties of these systems are express-
ible by Lyapunov exponents, unique fractal dimen-
sions or Kolmogorov-Sinai entropy. However con-
siderable recent attention has been focused on the
wide variety of complex systems reveal convincingly
that such a low dimensionality can be expected for
rather coherent phenomena like as observed in laser
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systems. Alive data seems to have a more compli-
cated structure largely due to high - dimensional
and many-factor processes and due to pronounced
effects of random fluctuations and long-time mem-
ory effects.

Let us remind, that one of the key moments of
spectral approach in the analysis of stochastic pro-
cesses is the usage of normalized time correlation
function (TCF)

(A(T)A(T + 1))
(a(m)P) -

where the time T is the initial time, angular brack-
ets indicate a scalar product of vectors, vector A(t)
represents a state vector of a complex system, |A(t)]
is the length of vector A(t).

The above-stated designation is true only for sta-

ap(t) = (1.1)
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130 Renat Yulmetyev at al.: Statistical Theory of Non-Stationary ...

tionary systems. In non-stationary case, Eqn.(1.1)
should be changed. The concept of TCF can be
generalized for a case of discrete non-stationary se-
quence of signals. For this purpose the standard
definition of a correlation coefficient in probability
theory for two random signals X and Y

(XY)

p= , O0X = ‘X‘v Oy = ‘Y|a (12)
ox0y

must be taken into account. In Eqn. (1.2) the mul-

ticomponent vectors X,Y are produced by fluctu-

2 2
2 0y Tep-

resent dispersions of signals x and y, and values
|X],|Y]| represents lengths of vectors X,Y, corre-
spondingly. Therefore the function

ations of signals x and y accordingly, o

 (AMAT + 1)
W00 = (AT AT + 1) (13)

can be considered as the generalization of the con-
cept of TCF (1.1) for non-stationary processes
A(T +t). Non-stationary TCF (1.3) obeys to the
conditions of the normalization and attenuation of
correlation

a(T,0) =1, tlirglo a(T,t)=0.

For the quantitative description of non-stationarity
in accordance with Eqns. (1.3), (1.1) it is convenient
to introduce a function of non-stationarity

AT+ [T+
W0 = AT ‘{ o2(T) } - (14

which is equal to the ratio of lengths of vectors of
final and initial states. In the case of stationary pro-
cess the dispersion does not vary with the time(or
its variation is very weak ). Therefore the following
relations

o(T+1t) = o(T), y(T,t) =1 (1.5)

are true for stationary process. Due to condition
(1.5) the following function

D(T,t) = 1 —~(T,1) (1.6)

is convenient to consider as a dynamic parameter of
non-stationarity. This dynamic parameter can serve

as quantitative measure of non-stationarity of pro-
cess under investigation. According to Eqns. (1.4)
-(1.6) it is reasonable safe to suggest the existence
of three different classes of non-stationarity

ID(T,1)]
< 1, weak
=1 —~(T,1t)| ~ 1, intermediate » .(1.7)
> 1, strong.

The existence of dynamic parameter of non-
stationarity permits to determine , in-principle, the
type of non-stationarity of investigated process and
to find its spectral characteristics from experimental
data.

2 Statistical theory of
non-stationary discrete
non-Markov processes in
complex systems

Here we extend original results of the statistical the-
ory of discrete non-Markov processes in complex
systems, developed recently by us in paper [1], for
the case of non-stationary processes. The theory is
modelled on the basis of the first principles and rep-
resents a discrete finite-difference analogy for com-
plex systems of well known Zwanzig’-Mori’s kinetic
equations [2], [3] in statistical physics of condensed
matter.
We consider a discrete stochastic process

X ={2(T),z(T + 7),z(T + 27),
coe (T + k), (T + (N — 1)1}, (2.1)

where 7 is a discretization of time. The normalized
time correlation function reads (TCF)

1
9 = T mye?
N—1-m
x Y x(T+jm)6(T+ (j+m)T).  (2.2)
j=0

The dispersion 2, fluctuation éx(7T + j7) and mean
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value () are written as

dx; = ox(T + jr) = (T + j7) — (),
N—1-m
2 1

= ) ;0 {62(T +77)}%, (2.3

N—-1-m

> (T +jr) (2.4)

J=0

1
)

and discrete time t is equal to ¢t = mr.

In general, mean, dispersion and TCF in (2.2),
(2.3) and (2.4) are dependent on numbers m and N.
Similar situation exists with regard to the case of
non-stationary processes. All indicated values cease
to depends on numbers m and N for stationary pro-
cesses for m < N. Definition of TCF in Eqn. (2.2)
is also valid for stationary processes only.

It is necessary to consider this important de-
pendence to take into account effects of non-
stationarity. For this purpose let us form two k
dimensional vectors of state

A} = (6z0, 071, 6z9...0T-1), AT L
= (0%, 0Tms1, OTm42.. 0T k—1) - (2.5)
by the process (2.1). In Euclidean space of vectors
of state (2.5) TCF a(t) describes correlation of two
different states of the system (¢t = mr)
(A% AR
(N =m){o(N —m)}

_ (AR AR
(A% )?)

(2.6)
Here the brackets ( ) indicate scalar product of
two vectors. Also the dimension dependence of the
corresponding vectors is taken into account in the
dispersion o = (N —m). As a matter of fact, TCF
a(t) represents cosd, where ¢ is the angle between
two vectors from Eqn. (2.5). Let us introduce a
unit vector of dimension (N —m) as follows

a(t) =

ng = —F——— . (2.7)
Then TCF a(t) (2.2) can be represented as

a(t) = (non,) = (no(O)ny, (1)) . (2.8)

From the above discussion it is clear that Eqns.
(2.6) -(2.8) are valid for stationary processes only.
In the case of non-stationary processes, along with
Eqns.(1.2) -(1.7) it is necessary to redefine TCF to
take into account the non-stationarity in the disper-
sion 2. For this purpose we redefine a unit vector
of final state as follows

ARL()
A%

nm(t = (29)

Then for non-stationary processes it is convenient
to write TCF as the scalar product of two unit vec-
tors of states

a(t) = (ng(0)nm (1))
(AR 1o m( JAN (1)

A O0Par 0y

Now let us consider dynamics of non-stationary
stochastic process. The equation of motion of a ran-
dom variable z; can be written in a finite- difference
form for 0 < j < N — 1 as follows

5$]’(t + ’T) - 5Ij(t)

dx; Aoz B
E: N - . (2.11)

(2.10)

The discrete evolution single step operator is con-
veniently expressed by:

zipq(T+ (G+1)7) =U(r)z; (T +j7).  (2.12)

In the case of stationary process we can rewrite
the equation of motion (2.11) in a more simple form

A(;:Ej - '
— =7 HU(1) - 1}8x; . (2.13)
The invariance of mean (x)
(r) = U(r)(z), {U(1) = 1}{z) = (2.14)

is taken into account in Eqn.(2.13). In the case of
non-stationary process let us address to the equa-
tion of motion for vector of final state A]" () (k =
N—-1-m)

A‘Am-i-k( ) 2

WS =L DAL (215)
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where the Liouville’s quasioperator reads

Lt,7) = (i) "YUt +7,t) — 1} . (2.16)

The matrix representation of the Liouville’s qua-
sioperator and evolution operator allows to take into
account carefully non-stationary features of the dy-
namics of multidimensional vector of the final state
of a system.

So, due to Eqns. (2.10), (2.15) it is possible to
take into account the non-stationarity of stochastic
process. Now let us introduce projection operator
II in Euclidean space of state vectors

A(0))(A(0)
VIAO) A2

where the angular brackets reflect the boundaries of
action of scalar product.

For the analysis of dynamics of stochastic process
A(t) the vector AY(0) from (2.5) can be considered
as a vector of an initial state A(0), and the vec-
tor A", (t) from (2.5) for m +k = N — 1 can be
considered as a vector of a final state A(t).

It is necessary to note, that the projection oper-
ator (2.17) has necessary property of idempotentity
1?2 = II. The presence of operator II allows to intro-
duce mutually supplementary projection operator P
as follows

A(t) =

AQ) (2.17)

P=1-1, P>=P, TIP=PII=0. (2.18)

It is necessary to mark, that both projectors II
and P are non-linear and can be recorded only for
fulfillment of operations in particular space.

Due to the property (2.10) it is easy to obtain
required TCF as follows

TA(t) = IAT, (1

= AR(0)(n}(0), n{%,, (1)) = AR(0)a(t) . (2.19)

By the property (2.10), the projector IT will gener-
ate a unit vector along a vector of final state A(t)
and creates its projection to an initial state vector
A(0).

Existence of a pair of mutually supplementary
projection operators II and P allows to carry
out splitting of the Euclidean space of vectors

A(A(0),A(t) € A) into a direct sum of two mu-
tually supplementary subspaces as follows

A=A 1 A" A =TA, A" =PA. (2.20)
Liouville’s quasioperator L in Eqn. (2.16) is splitted
as follows

L =101+ Lo+ Loy + Lao , (2.21)

where the matrix elements

Ly1 = 0L, Lyy =1ILP, Loy = PLI, Lyy = PLP

(2.22)
are introduced. Euclidean space of values W = LA
of Liouville’s quasioperator can be generated by vec-
tors W of dimension k — 1

(W(0) e W, W(t) e W)

;9 " / " (2'23)
W=w +WwW" W =1IW, W" =PW .

Matrix elements I:ij of contracted description

i ( Ly Lo >
Loy Lo

act as follows: Lq; - from a subspace A’ to subspace
W', Li - from A” to W', Lo - from W' to W”
and Lo - from A” to W”. The projection operators
IT and P allow to execute the contracted descrip-
tion of stochastic process. Splitting the dynamic
equation (2.15) on two equations in two mutually

supplementary subspaces (see, for example [1]),one
gets

(2.24)

/

A’Zt(t) LAl + il A"t (2.25)
"

A"Zt(“ = iLoy A/ (t) +iLog A" (1) . (2.26)

Following [1], for simplification of the Liouville’s
equation (2.15) firstly it is necessary to eliminate
irrelevant part A”(t), and then to write a closed
equation for relevant part A’(t). According to [1]
this can be realized by series of successive steps (for
example, see Eqns. (32) - (36) in Ref. [1]).
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When considered projection resulting to appear-
ance of TCF a(t = m7) we derive a finite-difference
kinetic equation of non-Markov type

m—1
AZEf) = Ma(t)—TA; ; My (t—j7)a(j7) . (2.27)

Here eigenvalue (A1) and relaxation (A1) parameters
of the Liouville’s quasioperator L are introduced by
the relations

(A
SR TV I
A (A9(0)L15L1 AY(0))
AL
_ (AR(O)LGL — A\)AR(0))
- gagoey o @)

where angular brackets indicate scalar product of
new vectors of state. Function M;j(t — j7) in the
right side of Eqn. (2.27) represents a modified mem-
ory function (MF)

My(t —j7) = m(t —jgr)ma(t —j7).  (2.30)

The equation is the first kinetic finite-difference
equation for TCF. It is remarkable that the non-
Markovity, discretization and non-stationarity of
stochastic process can be considered explicitly. Due
to the consideration of non-stationarity both in
TCF and first memory function this equation gener-
alizes our results obtained recently in Ref. [1]. We
have introduced the following notions for functions
in Eqns. (2.27), (2.30)

my(t — j7)
(WL OV (T +mr, T+ (§ + 1)1) Wi (j))
{(W1(0)]2)}2{ W (t — jr))2}/2

(2.31)
N i
Mt ]T)—{ W10} } . (2:32)
Wi(t—jr)=V(T+mn, T+ (+1)7)
X Loy (T + (j + )7, T 4 j7)AL(0). (2.33)

The modified evolution operator in Eqn. (2.31)
has the property V(T + ¢, +t) = 1. It should
be mentioned, that new dynamic parameter of non-
stationarity 1 (t — j7), Eqn. (2.31) appears first
in MF, M;(t — j7). On the one hand the short MF
mq(t—j7), as indicated by Eqn. (2.31), represent an
ordinary memory function of the first order, normal-
ized with regard to effects of non-stationarity. On
the other hand, the short TCF my(t — j7) is nor-
malized non-stationary TCF for new orthogonal dy-
namic variable Wy (¢ — j7) in Eq. (2.33). This vari-
able is a result of action of matrix Loy of complex
system’s Liouvillian quasioperator. The last related
to the projection operator P = 1 — II, which gener-
ates the orthogonal supplement to vector AY(0).

It is important to mark, that the memory func-
tion mq(j7) is normalized TCF for a new random
variable Wy

W1 (j7) = Uso(T 4 j7,T) Lot AV(0) . (2.34)

Time evolution is determined now by contracted Li-
ouville’s quasioperator

LW = Ly = PLP . (2.35)

Through of discreteness of time series the dimen-
sion (k — 1) of new state vector Wy is less than
dimension (k) of initial vector Wy = AY on unit.
Consideration must be given to this circumstance
in numerical calculations.

Let us write now in an obvious form the equation
of motion for Wy (j7) having regard to Eqn. (2.15)

AW 1(t)  Wi(t+71)— Wy(t)
At T
= iLyoyW(t) = i LW (1) .

(2.36)
(2.37)

For new random dynamic variable Wy(¢) it is
possible to repeat all above mentioned arguments,
which one used finding the kinetic equation. Then
it is possible to obtain the second equation for a
short normalized memory function mq(j7).

However is more convenient to use the Gram-
Schmidt orthogonalization procedure [4], [5] for the
set of new dynamical orthogonal variables

(W, W) = Gnm([Wa|?) (2.38)
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where 0y, is Kronecker’s symbol. It is possible
to find the recurrence formula for the orthogonal
variable of different orders

Wo = A%0), W, = {iﬁ - Al} W, |
) (2.39)
Wn = {ZL - Anfl} anl + Anflwn72

with notations for eigenvalues (w;,) and relaxation
frequencies (£2,,)

v (WalW,)
W2 010
A :_<Wn71(ZL_>\n+1) n)
" (IWn-1/?)

As the initial stochastic process Wy(t) = A(t) is
non-stationary, all subsequent orthogonal dynamic
variables W, (t) (see, Eqn. (2.34)) describe non-
stationary processes as well. It is necessary to take
into account, that in the considered case nor of
eigenvalues vanish, A\, # 0. As noted above, by the
simple, but cumbersome calculations it is possible
to show, that the first short memory function m;(t)
represents a normalized TCF of the first dynamic
variable W;

my (¢) = (nw (0)nw (1))

Wi (0)W (1))
\/<| 1(0 )|2><IW1( )?)

Wi(t) = U (T + 1, T)W1(0)

where ny(0) and nyy(¢) represent unit vectors in
Euclidean space W1(W1(0),W1(t) € W) of new
orthogonal (k — 1) - dimensional vectors of state.

Following (2.17) - (2.22) in sequence of Euclidean
spaces Wy, (W, (0), W, (t) € W,) with n > 1 it is
possible to introduce a sequence of the projection
operators 1L,

(2.41)

W, (0)) (W (0)
1L, W, = W,
O="w.onwa.or
— W (0)mn(t) . (2.42)

Alongside with a set of projectors II,, it is pos-
sible to introduce a set of mutually supplementary

projectors P,

P,=1-1,, BRI, =1,F,=0, (243)
HnHmzén,mHna Pan :5m,nPn

Each pair of projection operators II,,, P, split
the corresponding Euclidean space W, of vectors
of state W,,, W,,(t) € W, into two mutually sup-
plementary subspaces

W, =W LW/ W =I,W, W'=P,W,.

(2.44)
Correspondingly, discrete equation of motion of a
variable W,,(t) can be written as

AW,(t)
At

Ly =
=~ {Ul) () =1} Wa () =iL®

= LW, (4 7) — Wa(1)}

W,.(t) (2.45)
with new Liouville’s quaisioperator

L0 = 1) = (i) {vsg (1) - 1} = PP

(2.46)

Following to projection technique outlined above,

for normalized short memory functions m,,(t) in Eu-

clidean space of state vectors of dimension (k — n)

we find a chain of connected kinetic finite- difference
equations of non-Markov type

Amy, (t
At( ) = An1mn(t) — TAnt1
m—1
X D Mnp1 (7)1 (JT)ma(t — j7) . (247)
j=0

o w1 .
" (WL(OPR [ 7 '

where v,,(j7) is nth order non-stationarity function.

Set of all memory functions mq (t), ma(t), ms(t)...
allows to describe non-Markov processes and sta-
tistical memory effects in considered non-stationary
system. For the particular case, when all eigenval-
ues A\, = 0, for the first three short memory func-
tions, the set of equations (2.38) get a more simple
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form
Aaf(t)
=—TA
At T
m—1
X my(JT)n(Gr)alt — 1),
7=0
Aml(t)
2 A
At T2
m-1 (2.49)
x > ma(jr)y2(jT)ma(t — j7),
§=0
Ama(t)
202 A
At TS
m—1
X ms(j7)v3(37)ma(t — j71),
7=0

7

where relaxation parameters Ay, As and A3 are de-
termined by Eqn. (2.40), the non-stationarity func-
tions v, (t) are introduced in Eqns. (2.32), (2.48).
Now by analogy with Eqn. (1.6), for arbitrary nth
relaxation level we can introduce the set of dynamic
parameters of non-stationarity (PNS)

(T, t) =1—y(t)=1- PYn(T7 t) . (2'50)

3 Conclusion

In the present paper we built the kinetic theory
of discrete non-stationary non-Markov processes in
complex systems of various nature. From the very
beginning we developed the theory on the basis of
non-stationary TCF. For finding the last we have
taken the advantage of general definition of correla-
tion coefficient of stochastic processes in the prob-
ability theory. The construction of non-stationary
TCF allows to get the non-linear projection opera-
tor acting in Euclidean space of non-stationary dy-
namic vectors of states.

For the analysis of non-stationary dynamics of
stochastic process we have constructed a discrete
- difference stochastic Liouville’s equation, corre-
sponding Liouville’s quasioperator and evolution
operator in the form of diagonal matrices. We
have executed careful investigation of stochastic

non-stationary dynamics of multidimensional vec-
tors of initial and final chaotic states. For extracting
non-stationary TCF we have taken the advantage of
the projection operators technique, developed in our
previous paper [1], and specially have updated it for
the analysis of non-stationary stochastic processes.

Due to splitting of stochastic Liouville’s equa-
tion into two mutually supplementary Fuclidian
subspaces we could get the chain of connected
finite-difference kinetic equations for discrete non-
stationary TCF and MF’s.

It is possible, in-principle, to find the relaxation
parameters and discrete functions (TCF and MF’s
of different orders) in this set of equations from ex-
perimental time series. This circumstance opens
large capabilities in application of our theory for
the study of a wide class of discrete non-stationary
stochastic processes with long-range memory. It is
necessary to mark one more relevant feature of de-
veloped theory. Our theory has particular analogy
with famous Zwanzig’ - Mori’s theory in statistical
physics. But in it there are two key differences. At
first, our results are true for non-Hamilton systems,
where there is no Hamiltonian and precise equations
of motion. At second, our theory made feasible the
discreteness of underlying process with discretiza-
tion time 7. It is easy to note, that our theory con-
tains Zwanzig - Mori’s results as a particular case.
For this purpose it is necessary to proceed to limit
7 — (0 and to replace stochastic Liouville’s quasiop-
erator on physical one. The obtained equations are
very similar to well known Zwanzig’-Mori’s kinetic
equations [2], [3] in the non-equilibrium statistical
physics of condensed matters. Let us mark three
essential differences of our equations (2.47), (2.49)
from results of Ref. [2], [3]. In Zwanzig’-Mori’s the-
ory the key moment in the analysis of considered
physical systems is the presence of a Hamiltonian
and operation of statistical averaging performed by
the quantum density operator or classic Gibbs dis-
tribution function. In the case under study both
Hamiltonian and distribution function are unavail-
able. In physics there are exact classic or quantum
equations of motion, subsequently Liouville’s equa-
tion of motion and the Liouville’s operator is useful
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in many applications. Motion both individual parti-
cles, and all statistic system in a whole is described
by states with smooth time. It permits to use for
physical systems integro-differential calculus effec-
tively, based on mathematically habitual represen-
tation about infinitesimal values of coordinates and
time. The majority of complex systems on its own
nature is discrete. As well known, discretization is
common to a wide variety both of classic and quan-
tum complex systems. It constrains us to reject the
concept of an infinite small values and continuity
and to address to the discrete - difference schemes.
And, at last, third feature is connected with incor-
poration the non-stationary processes in our theory.
The Zwanzig’-Mori’s theory is true only for station-
ary processes. Due to introduction of normalized
vectors of states and use of appropriate projection
technique our theory permits to take into account
non-stationary processes, which is possible to de-
scribe by non-Markov kinetic equations with intro-
duction of the set of non-stationarity functions, that
generalize the approach our previous paper [1].
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