Spectrum and dynamic-response function of transmitted light in the absorptive optical bistability
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We consider the dynamical behavior of the (continuous) amplitude fluctuations in the transmitted radiation of the optical bistability in the transition region. A Fokker-Planck model with nonlinear diffusion coefficient (multiplicative Gaussian white noise) is used to describe the system in the "good-quality" cavity case. Choosing a parameter set corresponding to a numerically small but tractable tunneling rate between the stable and metastable states we study, as function of the external coherent field and system size, the spectrum and the response to a small additional injected coherent signal. The numerical calculations are facilitated by the construction of complex-valued continued-fraction representations for the spectrum of amplitude fluctuations and for the response function. The representation allows us to discuss the memory effects caused by deviations from a simple Gaussian-Markov behavior around the transition region. In addition, such a representation enables the construction of "a posteriori" error bounds on the power spectrum.

I. INTRODUCTION

The phenomenon of the absorptive optical bistability (OB) has recently attracted a great deal of interest as a clear example of spontaneous ordering in a stationary system far from thermal equilibrium. The OB was first predicted by Suck et al. and subsequently studied theoretically by a number of authors, both from a semiclassical as well as from a fully quantum-statistical point of view. The fundamental feature described by them is that the transmitted light from a system of two-level atoms in a cavity driven by a coherent, quasimonochromatic external field varies discontinuously, exhibiting the characteristics of a first-order transition, a hysteresis cycle, that was first observed experimentally by Gibbs et al. These experiments revealed a wide range of possible applications of the OB as an optical transistor, optical memory element, pulse shaper, etc., and stimulated a very active, still increasing interest in the phenomenon. It is customary and convenient to treat the OB in a mean-field [3, 4, 5, 6, 7] approximation which amounts to requiring that the field be sufficiently uniform over the length of the active volume. The limits of validity of this type of approach have been examined in Ref. 5. Most of the present research is limited to the statistical mechanics of the static behavior of the instability. One of the challenges addressed by this paper is a study of the dynamics of the OB such as the calculation of the spectrum of the transmitted light and the response function in the regime of a multiplicity of possible stationary states. For the spectrum of the transmitted light, this problem has been considered in the recent work of Laptev and Agarwal et al. using either an approach via the Fokker-Planck equation linearized about a steady state or an equivalent approach based on a system-size expansion as developed for classical stochastic systems. These methods amount to treating the stable and metastable states on the same footing, thereby assuming a very large (thus physically irrelevant) transition time.

However, both these approaches work well only in a regime of parameter values for which the fluctuations obey Gaussian-Markov statistics. Further, in order to calculate the true spectrum of the stationary fluctuations, the relative weights of the different locally stable states as well as the time scale of the tunneling between different locally stable semiclassical stationary states becomes important. If the time scale of the tunneling from one semiclassical stationary state to the other is not extremely large (corresponding to a small system size), the approaches mentioned above cannot be used. (In this case it is necessary to use an asymptotic expansion for the process which incorporates the characteristics of the stable as well as of the metastable state.)

The purpose of this paper is to investigate the dynamics of the OB in the case of a "good-quality" cavity in which the empty cavity width is much smaller than the atomic linewidth. We study the statistical properties of the amplitude fluctuations for parameter values for which a non-Gaussian statistical behavior as well as a numerically small
but tractable tunneling rate play important roles. In doing so, we shall use a continued fraction representation for the various dynamic correlation functions. This continued fraction representation allows further a construction scheme of "a posteriori" error bounds for the frequency-dependent transport properties which are not known exactly.

The outline of the paper is the following. In Sec. II, we present a simplified Fokker-Planck model of a mean-field description for the amplitude fluctuations in the OE for the case of a good-quality cavity, this model being have originated in the work of Refs. 2(c) and 31. We present the stationary dynamics of our chosen set of parameters and discuss some asymptotic properties of the stationary probability as a function of the system size (number of atoms). In principle, the correct dynamic statistics of the amplitude fluctuations $\delta a(t)$ may be obtained by performing an exact coarse-graining over the phase fluctuations $\delta \phi$ in a Markovian master equation for the joint process $x(t) \equiv (x, \delta \phi, 0)$.[1] This would lead to a non-Markovian dynamics. In Sec. II, we give a discussion of the physical time scales with the conclusion that, for our chosen set of parameters, the difference in the time scales for the amplitude and phase fluctuations is sufficiently large so that the Fokker-Planck model of the amplitude fluctuations is a good approximation. The response of the system to a small additional time-dependent modulated quasiresonant coherent signal is investigated in Sec. III. In Sec. IV we elaborate on the calculation of dynamical correlations in terms of continued fractions (the first six continued-fraction coefficients are given in the Appendix, these being expressed solely in terms of static quantities). As a result of the derivation from a simple Lorentzian behavior, the continued fraction coefficients $c_n$ for $n \geq 1$ describe memory effects,[13] these being most pronounced in the regime of a multiplicity of stationary states. The results of the numerical calculations for the spectrum of the transmitted light and for the complex susceptibility are given in Sec. V.

II. FOKKER-PLANCK MODEL FOR AMPLITUDE FLUCTUATIONS IN THE OPTICAL BISTABILITY

We consider a homogeneously broadened active medium in a one-dimensional 3-level atom and volume $V$ composed of $N > 1$ two-level atoms of transition frequency $\omega_0$, enclosed in a resonant ring cavity with transmission coefficient $T$. This cavity is then placed in a ring laser cavity. A classical real, positive, and coherent resonant signal of amplitude $E_R = \alpha / T$ is injected into the cavity in the longitudinal direction, thereby inducing a macroscopic atomic po-

---

The extracted text contains mathematical expressions and discussions on the dynamics of a system, likely related to quantum mechanics or a similar field. The text references specific equations and models, such as the Fokker-Planck model, and discusses the approximation of amplitude fluctuations in an optical bistability system. The content is technical and advanced, focusing on the mathematical and theoretical aspects of the system's behavior.
The Fokker-Planck equation (2.8) is defined on the state space $x \in (0, \infty)$ and $\nu$ is solution to thus subject to boundary conditions. As a consequence any solution $P(x, \nu)$, in particular the conditional probability, satisfying the Fokker-Planck equation (2.8a) is subject to the normalization condition on the interval $(0, \infty)$, i.e.,

$$
\int_0^\infty P(x, \nu) dx = 1. 
$$

Further, the probability "current" as defined by the Fokker-Planck equation (2.8a) must vanish at $x=0$ and the diffusion term in (2.8a) should also be zero at this point (as is readily seen to be the case in (2.8a)), thereby implying the existence of a natural boundary at $x=0$.

Equation (2.8a) leads to the stationary solution

$$
P_s(x) = \frac{1}{\sqrt{2\pi}} \frac{1}{\nu} \exp \left( - \frac{U(x)}{\nu} \right). 
$$

$U(x)$ being a normalization constant corresponding to the interval $(0, \infty)$. It must be pointed out here that the nonlinear diffusion term in (2.8) (which is a result of the multiplicative nature of the stochastic process (2.7)) makes it impossible for one to guess the "true" nonthermodynamic potential $U(x)$ from the semiclastic determinstic equation. This is in contrast to the well-known situation for a single-mode laser in which the (delta-correlated) noise term enters the deterministic equation additively. This nonlinear diffusion term reflects the influence of a quantum-statistical foundation which is a necessity for this problem. The potential $U(x)$ for our problem is given by

$$
U(x) = \frac{\nu}{x} \left[ (x-\nu)^2 + C \frac{y^2}{x}, \frac{x^2}{4} \right] + (3\nu + 1) \ln x - 2y \ln \left( \frac{x + y}{x} \right). 
$$

In general, the probability $P_s(x)$ may possess different extrema, these being given by the real positive roots of the polynomial equation

$$
(y-x)(1+y)^2 - 2x(1+y)^2 + 2y(1-x) = 0. 
$$

It is apparent from (2.22) that the range of the external control parameter, $y_{\text{max}} < y < y_{\text{min}}$, for which the stationary probability has three extrema, depends on the parameter $y$. It is only in the region $y > 0$ (i.e., $N - \nu$) limit that the range of $y_{\text{max}}$ corresponding to a bimodal probability distribution extends with the corresponding range of $y$ for which Eq. (2.9) has three roots. In this context let us stress that the bimodal form of the probability $P_s(x)$ does not imply that the system shows metastability. In
other words, one cannot conclude from the bimodal form that a first-order phase transition actually has taken place between two different locally stable steady states. Such a transition is characterized by a rate constant $\lambda = 1/\tau$, for the fluctuation relaxation between the stable and metastable state which undergoes, as a function of the system size, a softening transition. Indeed, it has been shown that for $C < 4$ one may obtain a bimodal stationary probability (through a suitable choice of the variance parameter of the fluctuations in C), whereas it is well known from the microscopic theory that, physically, the system may be bistable only for $C > 4$. Figure 3 shows the shape of the stationary probability for different values of the control parameter $\gamma$. It is seen to be symmetric for lower $\gamma$ values, indicating a strongly non-Gaussian behavior. The two locally stable steady states occur with equal probability for $\gamma = 7.943 \ldots$. Due to the nonconservative diffusion term in (2.8), this value does not coincide with the thermodynamic-Maxwell rule value $\gamma = 8.16$ which is obtained by requiring the areas enclosed by $\gamma(x)$ and the line $y = \gamma$ to be equal.

In Fig. 3, we plot the stationary statistical mean value $\langle x \rangle$ and the normalized variance

$$\frac{\langle (x - \langle x \rangle)^2 \rangle}{\langle x \rangle^2}$$

(2.13)

The mean value $\langle x \rangle$ exhibits a first-order-like phase-transition behavior with a narrow transition region, the gradient of the curve for $\langle x \rangle$ in the transition region providing a measure for the time scale of the fluctuations between the metastable and stable state.

Let us now return briefly to Eq. (2.11) and examine the scaling of the different terms with respect to the number of atoms $N$ (i.e., the system size). Noting that the coupling constant $\gamma$ is proportional to $N^{-1/2}$ we find

$$\delta = N^{1/2}, \quad \gamma = \gamma_N N^{-1/2}, \quad \frac{\langle x \rangle}{\gamma N} \sim N^{1/4}$$

(2.14)

C being independent of $N$. This scaling is reflected in the form for the stationary probability $P_x(x)$ of

FIG. 3. (a) The stationary probability distribution $P_x(x)$ of the transmitted field for $C = \gamma, \sigma = 1$, and $\gamma = 7.943$. (b) The stationary probability distribution $P_x(x)$ of the transmitted field for $C = \gamma, \sigma = 1$, and $\gamma = 7.943 \pm 0.01$. The distribution is bimodal with peaks centered around the deterministically stable values. (c) The stationary probability distribution $P_x(x)$ of the transmitted field for $C = \gamma, \sigma = 1$, and $\gamma = 8.16$, corresponding to the single-state branch.

FIG. 4. Statistical mean value $\langle x \rangle$ of the transmitted field (dashed curve) and normalized variance $\langle (x - \langle x \rangle)^2 \rangle/\langle x \rangle^2$ (solid curve) vs. function of the control parameter $\gamma$ for $C = \gamma, \sigma = 1$. 


(used in (2.10)),

\[ P(x) = \frac{1}{2} \exp(-|x|/\sigma) \phi(\sigma \sqrt{x^2 + y^2} / \sqrt{2}) \]  

(2.15)

where \( \Omega = \sqrt{\sigma^2} \) is a measure of the system size so that the \( \Omega \times \Omega \) term in the \( \exp(-|x|/\sigma) \) refers to the last term on the right-hand side of (2.9) referring to the remaining terms in (2.11). Let us consider the ratio of the stationary probabilities \( P_0 \) at two different points:

\[ R = \frac{P(x_0)}{P(y_0)} \]

\[ \exp(-|y_0|/\sigma - |x_0|/\sigma + O(1/\sigma)) \]  

(2.16)

As \( \Omega \to \infty \), this ratio may become infinite or vanish, except if \( \Omega = \infty \). Let us consider a small fluctuation \( \Delta x = \langle x(\Omega) \rangle \) about some mean value \( \langle x \rangle \). Then we may write

\[ R = \frac{P(x_0 + \Delta x)}{P(x_0)} \]

\[ \exp(-|\Delta x|/\sigma - |x_0|/\sigma + O(1/\sigma)) \]  

(2.17)

The behavior of \( R \) about a maximum \( f \) of \( P(x) \) (i.e., a minimum of the potential \( V \)) is determined by

\[ P(x_f) = \frac{1}{2} \exp\left(-\frac{|\Delta x|^2}{\sigma^2} - \frac{|x_0|^2}{\sigma^2} + \frac{1}{\sigma^2} \right) \]  

\[ \Delta x - \langle x(\Omega) \rangle \]  

(2.18)

Hence, \( P(x) \) is a Gaussian on the \( (\Delta x, \langle x \rangle) \) scale, whereas on the \( x \) scale it displays a 6-function behavior in the \( \Omega \to \infty \) limit. We now investigate the change in the height of the probability \( P(x) \) at the global maximum as a function of \( \Omega \). From (2.15) we find

\[ P(x_f(\Omega) = \frac{1}{\Omega} \exp(-|\Delta x_f|/\sigma) \phi(\sigma \sqrt{|\Delta x_f|^2 + |x_0|^2} / \sqrt{2}) \]  

\[ \frac{\phi(\sigma \sqrt{2})}{\phi(\sigma \sqrt{1})} \times \frac{|\Delta x_f|^2}{|x_0|^2} \]  

(2.19)

At the maximum itself we find

\[ P(x_f(\Omega) \phi(\sigma \sqrt{1}) \]  

(2.20.5)

We conclude this section with a more detailed discussion of the quantum-statistical foundation of the Fokker-Planck model (2.9) for the amplitude fluctuations. Such a discussion has been given previously \(^{11}\) for the stationary behavior. It was found that the difference between the stationary solution (2.10) and the exact solution \( P(x) \) obtained from a quantum-statistical treatment is not important. The exact solution \( P(x) \) vanishes identically for \( x < y \), expressing the fact that the transmitted field can never exceed the incident field. Our approxima-
tion in Eq. (2.10) yields for \( x > y \) a finite but vanishingly small value as may be seen from Fig. 2. The approximate validity of the Markovian description is (2.8) for the dynamical behavior of the amplitude fluctuations is based on the assumption that the phase fluctuations occur sufficiently rapidly that we may eliminate the phase variable adiabatically in a master equation giving \( \phi(t) \) the Mark-


\[ \lambda_n+1 = \frac{1}{\Omega} \left| \phi(\sigma \sqrt{2}) \right| \]  

(2.20)

\[ \lambda_n = \frac{\Delta x_f}{\Delta x} = 1 + 2 \frac{1 - \frac{1}{\sigma^2}}{1 + \frac{1}{\sigma^2}} \]  

(2.20.5)

where \( \lambda_n \) and \( \lambda_0 \) are the normal-mode frequencies of the phase and amplitude, respectively. Figure 4 shows the behavior of \( \lambda_n \) as a function of \( y \) for \( C = 8 \).

\[ \lambda_n = \lambda_0 - 1 \]  

(2.22)

indicating that the phase-locking assumption may be invalid. However, for our chosen set of parameters, \( C = 8 \) and \( y = \pi/5, 8, 25 \), we find from (2.20)

\[ \lambda_n \to \lambda_0 \]  

(2.23)

The expressions (2.20) give correct estimates for the physically relevant time scales only for a set of control parameters \( y \) describing a Gaussian behavior of the fluctuations. In the transition regi-

\[ \lambda_n = \lambda_0 \]  

(2.24)

where \( \lambda_0 \) is a constant, giving \( \lambda_n \approx \lambda_0 \) (see also Sec. V). Hence, we can conclude that for our chosen set of parameters the adiabatic elimination of the
phase variable is sufficiently justified in order to model the amplitude fluctuations via the Markovian Fokker–Planck equation (3.8).

III. LINEAR-RESPONSE THEORY

We consider the linear response of our system to a small additional coherent resonant classical field $\alpha^{\text{res}}(t)$ where it will be assumed that the non-stationary amplitude fluctuations in the presence of this perturbation remain Markovian. It readily follows from Eqs. (2.3) with $\alpha$ replaced by $\alpha + \alpha^{\text{res}}$ that the total perturbed system is described by the stochastic operator

$$\Gamma(t) = \Gamma_{0} + \Gamma^{\text{res}}(t) = \Gamma_{0} - \Gamma^{\text{res}} \frac{d}{dx},$$

(3.1)

where

$$\Gamma^{\text{res}}(t) = \sqrt{\alpha^{\text{res}}(t)/\hbar}.$$  

(3.2)

Here, $\Gamma_{0}$ is the Fokker–Planck operator defined by Eq. (2.3):

$$\Gamma_{0} = -\frac{2}{\hbar} \left[ x - \frac{2C_{0}}{1 + x^{2}} \right] - \frac{2}{\hbar} \left[ 1 + x^{2} \right],$$

(3.3)

so that the presence of the additional signal is manifested only in the drift term as seen from (3.1) and (3.3). In terms of (3.2), we may cast the Fokker–Planck equation for the total perturbed system in the operator form

$$\delta^{2} P(x, t) \frac{\partial P(x, t)}{\partial x} = \Gamma(t) \delta P(x, t),$$

(3.4)

To first order in $\Gamma^{\text{res}}$, the solution of (3.4) is

$$\tilde{P}(x, t) = P_{\text{eq}}(x) - \int_{0}^{t} R_{0}(t-s) \Gamma^{\text{res}}(s) \frac{d}{dx} P_{\text{eq}}(x) \, ds,$$

(3.5a)

where

$$R_{0}(t) = e^{-\gamma t}$$

(3.5b)

with kernel

$$R_{0}(x, \gamma, t) = \exp(\gamma t) \delta(-x)$$

is the unperturbed propagator.

Let $x(t)$ be a variable of interest in the system [in the present case, $x(t)$ is the transmitted field amplitude]. Then, the response of $x(t)$ to the perturbation is defined as the change in its mean value under the perturbation. This is written as

$$\langle x(t) \rangle = \langle x(t) \rangle_{\text{perturbed}} - \langle x(t) \rangle_{\text{ unperturbed}}.$$

(3.8)

The mean values in (3.8) are evaluated using the appropriate probability functions $P_{\text{eq}}(x, t)$ or $P_{\text{eq}}(x)$. Then we find from (3.5a), for the linear response,

$$\langle x(t) \rangle = \int_{-\infty}^{\infty} \tilde{P}(x, t) - P_{\text{eq}}(x) \, dx,$$

(3.7)

where we have defined a response function,

$$\phi(x) = \frac{d}{dx} \ln P_{\text{eq}}(x),$$

(3.9)

The response function $\phi(x)$ may now be expressed in terms of a generalized fluctuation-dissipation relation, namely

$$\langle x(t) \rangle = \theta(t) \langle x(0) \phi(x(0)) \rangle_{\text{eq}},$$

(3.10)

The function $\phi(x)$ may be calculated for this case, using (2.10) and (2.11):

$$\phi(x) = \frac{\pi}{x^{2}} \left\{ x^{2} - x^{2} + 2(1 + c) \right\} + \frac{2C_{0} \gamma}{x} \frac{1 - x^{2}}{x(1 + x^{2})},$$

(3.11)

where we have omitted constant terms due to the structure of (3.10). It should be noted that the...
average \( \langle \cdots \rangle \), is over the unperturbed steady-
state, joint-probability distribution. In the following
section we introduce the method of calculating
the continued fraction coefficients which will be used
ultimately to calculate the complex-valued Laplace
transform of \( \langle \cdots \rangle \) (this quantity is referred to as
the generalized suscepti-
bility).

IV. DYNAMICAL CORRELATIONS

In this section we describe a calculation scheme
for time-homogeneous correlations \( \langle \cdots \rangle \) of a sta-
tionary Markov process \( \langle \cdots \rangle \) with stochastic
operator \( \Gamma \) (as defined in Sec. III). We define

\[
\langle a \rangle (\tau) = \langle a(\tau) \rangle \langle f(\tau) \rangle \langle f(0) \rangle \langle f(0) \rangle d\tau.
\]

Expanding \( \langle \cdots \rangle \) in a Taylor series we have,

\[
\langle \cdots \rangle = \sum_{n=1}^{\infty} \frac{\partial^n \langle \cdots \rangle}{\partial \tau^n} \tau^n,
\]

where

\[
p_n = \frac{\partial^n \langle a \rangle}{\partial \tau^n} \bigg|_{\tau=0},
\]

\[
- \int_{0}^{\infty} g(x) \frac{\partial^n \langle a \rangle}{\partial \tau^n} \bigg|_{\tau=0} dx
\]

\[
= \left\{ \langle \partial^n \langle a \rangle \rangle \bigg|_{\tau=0} \right\} (x(0))
\]

Note that in Eq. (4.3b) the integration limits for \( x \)
take care [with \( P_x \) normalised in \( [0,\infty) \)]
automatically, of the reflecting boundary condition at \( x=0 \).
Equation (4.3c) expresses the moment \( p_n \) as a sta-
tionary expectation, \( \Gamma^n \) denoting the transpose op-
erator with kernel \( \langle x, z \rangle = \langle x, z \rangle \). The Laplace
transform of \( \langle \cdots \rangle \) is,

\[
\mathcal{L} \langle a \rangle (s) = \lim_{\epsilon \to 0} s \int_{0}^{s} \langle a \rangle \frac{e^{-st}}{t} dt,
\]

and may be written as a high-frequency expansion
(generally an asymptotic series)

\[
\mathcal{L} \langle a \rangle (s) = \sum_{n=0}^{\infty} \frac{p_n}{s^n} e^{-s\epsilon}.
\]

We now perform an analytic continuation of this
representation for \( \mathcal{L} \langle a \rangle \) (Refs. 13, 17, 18):

\[
\mathcal{L} \langle a \rangle (s) = \sum_{n=0}^{\infty} \frac{p_n}{s^n} e^{-s\epsilon} = \frac{c_0}{s} - \frac{c_1}{s^2} + \frac{c_2}{s^3} + \cdots
\]

The continued-fraction coefficients \( \{a_0 \} \) may
be calculated from the set of moments \( \{p_n \} \) in a very
efficient manner, by use of the recursive algorithm
presented in Refs. 17 and 18. The explicit expres-
sions for the first six coefficients are given in
the Appendix. In terms of the coefficients \( \{c_n \} \),
the coefficients \( \{a_0 \} \) of the contracted form
in (4.7) are simply given by

\[
a_0 = c_0, \quad a_1 = c_1, \quad a_2 = c_2
\]

\[
(4.8a)
\]

An alternative procedure for evaluating the coeffi-
cients \( \{c_n \} \) has been used by Grossmann and
Schröder\( ^{19} \) using projection-operator techniques.

To show the lowest-order truncation of Eq. (4.5) leads
to the simple Lorentian

\[
\mathcal{L} \langle a \rangle (s) = \frac{b_0}{s^2 + \omega_0^2}, \quad \tau > 0.
\]

Truncation of (4.6) at higher orders \( \{n > 2 \} \) allows
us to take memory effects\( ^{11} \) into account; these ef-
fects result from the nonlinear coupling of the
macrovariables yielding a deviation from a simple
Lorentian relaxation behavior (these memory ef-
facts are not to be confused with those arising in a
dynamic analogous to the non-Markovian be-
havior of the system). Setting \( b_2 (x > 2) \rangle \in (4.7) \),
we obtain the lowest-order contribution to the
memory effects:

\[
\mathcal{L} \langle a \rangle (s) = \frac{a}{s^2 + \omega_0^2}, \quad \tau > 0,
\]

where

\[
\omega_0 = b_0 \left\{ \alpha + b_2 (x > 2) \right\}.
\]

(4.11)

Hence, the deviation \( D \) of zero reflects the
influence of the memory effects. In this context,
should be stressed that the actual values of the
poles \( b_2 \) and \( \omega_0 \), as well as \( \alpha \), change normal-
ized by higher-order truncation approximations.
Thus, the expressions in (4.12) and (4.13) may
be looked upon as the here memory coefficients.

V. CALCULATIONS

In order to evaluate the continued-fraction co-
efficients \( \{a_0 \} \) in Eq. (4.7), we must first calculate
the static moments \( \{a_0 \} \). The stationary probabi-
licity (2.10) is seen to vanish as \( x = 0 \).
Using Eq. (3.3), the transposed operator \( \Gamma^*_\sigma \) in (4.3c) is then given by
\[
\Gamma^*_\sigma = \langle x - x' | \sigma | d_x - \frac{x}{1 + x^2} \rangle d_{x'}, \tag{5.2}
\]
Moreover, due to the one-dimensional character of the amplitude \( \sigma \), the operator \( \Gamma^*_\sigma \) is symmetric with respect to the scalar product \( \langle f | g \rangle \) defined by
\[
\langle f | g \rangle = \int f(x)g(x) dx, \quad \langle x | x' \rangle = \delta(x - x'). \tag{5.3}
\]
In other words, we have the property
\[
\langle x | x' \rangle = \langle x' | x \rangle = \langle f | g \rangle = \langle g | f \rangle. \tag{5.4}
\]
This property considerably simplifies the calculation of the static moments \( \langle x \rangle \) in the form given by Eq. (4.3c) since we readily observe
\[
\langle x \rangle = \langle f | x | g \rangle = \langle (\Gamma^*_\sigma)^* | x | \Gamma^*_\sigma \rangle, \tag{5.5}
\]
and \( m \) denotes integer. The relation (5.5) is also very useful for checking the accuracy of the numerical calculations. In the following subsections, we discuss in detail the calculation of the autocorrelation function of amplitude fluctuations (together with the associated spectrum), and the evaluation of the response function and complex susceptibility introduced in Sec. III.

A. The spectrum of amplitude fluctuations

From the autocorrelation \( S(t) \) of the amplitude fluctuations,
\[
S(t) = \langle x(t)x(0) \rangle, \tag{5.6}
\]
we obtain the spectral function
\[
S(\omega) = \int S(t)e^{i\omega t} dt, \quad \omega \geq 0, \tag{5.7a}
\]
where
\[
S(\omega) = \int S(t)e^{i\omega t} dt. \tag{5.7b}
\]

The set of static moments \( \langle x^n \rangle \) corresponding to the autocorrelation \( S(t) \) are calculated via Eq. (5.5) with \( f(x) = x^n \) and \( g(x) = -x \). Since \( \Gamma^*_\sigma \) satisfies the symmetry property (5.4), the sequence of moments \( \langle x^n \rangle \) may be shown to form a Stietjes sequence. Hence, the condensed-fracture coefficients \( \langle x^n \rangle \) corresponding to the autocorrelation function are positive semidefinite, i.e.,
\[
ex^m > 0, \quad m = 1, 2, \ldots. \tag{5.8}
\]
This allows us to construct a posteriori error bounds which in our case read
\[
|S(\omega) - 1| |\omega|^n |2| |S(\omega) - 1| |\omega|^n |1|, \tag{5.9}
\]
where \( \delta_{nm}, \delta_{mn} \) denote the nth-order truncated continued-fraction approximations to \( \delta_{nm} \) obtained by setting \( c_{n+1} = \cdots = 0 \).

Using Eq. (5.3) and the relations given in the Appendix, we find the coefficients \( b_i, a_i, b_i, a_i \) of the transformed form (4.7) the explicit expressions
\[
b_i = \langle 2x(i) \rangle, \tag{5.10a}
\]
\[
a_i = -\frac{2c}{b_i} \langle \frac{a}{1 + \frac{a}{1 + a}} \rangle + \frac{a}{1 + a} \tag{5.10b}
\]
\[
b_i = -\frac{4c}{b_i} \langle \frac{a}{1 + \frac{a}{1 + a}} \rangle + \frac{a}{1 + a} \tag{5.10c}
\]
\[
a_i = -\frac{1}{b_i} \langle a - b_i - a \langle \frac{y - 2c}{1 + y} \rangle \rangle + \frac{a}{1 + a} \tag{5.10d}
\]
where we recall that \( x = x(x) \) and the averages above are taken with respect to the stationary probability distribution \( P(x) \) defined in (2.10).

The numerical calculations have been performed by use of a Romberg-integration scheme requiring for all integrals a relative accuracy of \( 10^{-6} \). The results of the numerical calculations using two different parameter values of the system state \( \Omega \) are given in Figs. 5-6.

In Figs. 5(a) and 5(b) we have plotted, as functions of the external control parameter \( y \), the exponential decay rate \( a \) defined in (4.7)-(4.9) and the bare-memory-relaxation rate \( b_i \) defined in (4.12). Note that due to the fact that \( S(\omega) \) constitutes a Stietjes continued fraction, the relaxation rates denote upper bounds to the first nonzero eigenvalue \( \lambda_1 \) of the Frobenius-Perron operator \( \Gamma^*_\sigma \),
\[
\lambda_1 > \lambda_{n+1} > \lambda_n > \lambda_{n+2}, \tag{5.11}
\]
where "\( n \)" stands for a renormalized value. The relaxation rates show the critical slowing down in the transition region around \( y = 2.9 \ldots \) For values of the control parameter \( y > 2.1 \), where the stationary probability \( P(x) \) has its main weight on the single-atom branch, we find that the relaxation rates \( a_i \) and \( b_i \) are remarkably close in value to the Gaussian relaxation parameter in Fig. 4 given by the gradient of the slope of the state equation (2.3). For our chosen set of parameters \( (\sigma, c) \), the values of \( a_i \) and \( b_i \) corresponding to the stable state on the lower cooperative branch \( y > 2.75 \) are found to lie below the Gaussian value. Such a behavior is expected because the influence of nonlinear corrections, stemming from the nonlinear...
drift and diffusion coefficients, to a linearized Fokker-Planck approximation around the steady state are more pronounced in the region of the cooperative branch. This behavior is already indicated in the asymmetric shape of the stationary probability $P_s$ (see Fig. 2). Figure 6 shows in greater detail the critical slowing-down behavior in the transition region.

For our chosen sets of parameter values for $C$ and $g$, the minimum values of the bare-memory relaxation rate $\lambda$ for small system size ($g<1$) compare favorably with the values obtained through a first-passage-time relation. The continued fraction parameter $\alpha$ gives, away from the minimum, an estimate for the first nonzero eigenvalue that is too high. In this region, where the weight of the metastable state in the stationary probability becomes smaller (as $g$ moves away from the point describing equal probability between the two locally stable states), the continued fraction technique tends to simulate the stochastic of a monomodal stationary probability behavior. The memory effects pressed in the bare-relaxation rate $\lambda$, or

...more generally, $\lambda^M$, correct this behavior and give smaller upper limits to the first nonzero eigenvalue. In this context, it is worthwhile to discuss the limits of applicability of the continued fraction method in the asymptotic limit of a large system size $G^{-1}$. For a small $g$ value, the ratio $R$ of the probabilities for the metastable and stable state (see Eq. 2.10) vanishes exponentially except at the value of $g$ such that $\phi(g_1) = \phi(g_2)$. Thus, because the influence of the maxima of the metastable state in $P_s(g)$ vanishes exponentially, a finite continued-fraction approximation fails in the proper thermodynamic limit. Moreover, the applicability of the continued-fraction method for small $g$ values is limited in practice by numerical instabilities due to round-off errors.

The results for the bare-memory-strength parameter $\alpha$ are given in Fig. 7. There are two regions where the deviation from a simple Lorentzian ($\alpha = 0$) is important. In these regions where $\alpha$ changes approximately linearly from the cooperative branch to the high single-atom branch (see Fig. 3), $\alpha$ is small again. For larger system sizes, the maxima of $\alpha$ get closer to one another and the peaks become sharper, corresponding to a...
sharpening of the transition. This behavior resembles that of a first-order chemical reaction discussed in Ref. 12(a). Note also that the values of $\alpha$ in the region with the stable state on the co-operative branch are dominantly larger than those on the high single-atom branch. This behavior once again reflects the deviation from a Gaussian-Markovian behavior for which $\alpha = 0$. In Fig. 8, we show the second-order continued-fraction coefficient $a_2$. The graph shows a fluctuation around the transition region which becomes enhanced for increasing system sizes.

The spectrum $S(\omega)$ has been calculated via the continued-fraction representation of Eq. (4.6), with $S(\omega)$ defined in (5.50). In this context, it should be mentioned that the calculation scheme for the continued-fraction coefficients in terms of the static moments is not stable against round-off errors, in contrast to an algorithm for calculating the moments from a given set of continued-fraction coefficients, which is stable. Consequently, in order to retain a relative accuracy of $10^{-7}$ for the numerical calculations, all derivatives stemming from expressions such as $\left[\hat{\sigma}^m\right][\chi]$ have been calculated analytically. In this way we have evaluated the approximate spectral functions by calculating up to seven continued-fraction coefficients $c_i, \imath = 1, \ldots, 7$. The results of the numerical calculations of the spectral density are shown in Figs. 9 and 10. We note that an odd truncated-continued-fraction approximation to Eq. (4.6) has a poor convergence behavior for low frequencies $\omega$. This may be understood from the corresponding pole representation. For odd $\omega$, we obtain with the pole frequency $\omega_1 = 0$ and some general memory strength $\beta$, \begin{equation} \rho_{\omega}^{(n)}(\omega) = \frac{1 - \beta}{-\omega + \beta} = \frac{\omega}{\omega - \omega_1 + \cdots}, \end{equation} (5.12)
which yields for $\omega \ll 1$ a very small real part (or a very large imaginary part). Comparing the second-order truncated fraction [this corresponds to the third-order truncated fraction in the constated form (4.7)] with the single Lorentzian obtained via the second truncated fraction, we see that the memory effects are most important for very small frequencies (in this regime, a small frequency perturbation is sensitive to the long-time scale $\tau^* = \tau / \delta(t)$, where the stochastic-state equation for $\phi(t)$ is plotted in Fig. 3). In this case we find from (4.11),

$$S(\omega) = 2 \frac{1 - q^2}{\omega^2}, \quad \omega \ll \xi.$$  

(5.13)

The memory effects are also important for $\omega \ll \xi_0$, where the influence of the superposition of a second Lorentzian

$$L_0 = \frac{2 \Re \gamma}{\omega^2}$$  

(5.14)

becomes observable. Due to the small magnitude of the memory coefficient $\alpha$ (see Fig. 7), the influence of this second Lorentzian is somewhat suppressed but still quite perceivable in Fig. 3. The high-frequency tail shows the usual $\omega^{-2}$ characteristic.

B. The response function

The static moments $\langle x_2 \rangle$ corresponding to the response function $\rho_0(\omega)$ are the analogs of the third-order truncated fraction in the constated system (5.5) with $\phi(x) = x - \langle x \rangle$, and $\langle x_2 \rangle = \langle x \rangle^2$. $\phi(x)$ being defined in (3.11). Since $\phi(x)$, the continued-fraction representation for the complex-valued (polarization) susceptibility $\chi(\omega)$,

$$\chi(x) = \int_0^\infty (6 \pi^2) \phi(x(0)) e^{i x \cdot r} dr$$  

(5.15)

is, in general, not of the form of a rapidly convergent Stieltjes function. In the numerical calculations, we find once again for the relaxation frequencies $\omega_{\alpha,1,2}$ calculated from the set of moments $\langle x_2 \rangle$ a critical slowing behavior. However, compared with the first-order convergence behavior observed for the spectral density $S(\omega)$, we find here a slower convergence rate. The "bare"-memory coefficient $\alpha$ for this case is plotted in Fig. 11. It is seen that the memory strength in this case exhibits the same general behavior as observed for the spectral function (Fig. 7) with the difference that the two peaks are less enhanced. For larger $\alpha$ values, where the stable stationary state is on the single-atom branch, the values of $\alpha$ approach those for the autocorrelation. As mentioned earlier, the amplitude fluctuations in this region may be treated as a Gaussian-Markovian process to a good approximation. Hence, in the limit of a large system size, the response function $\chi(x)$ may be represented asymptotically as an ordinary fluctuation-dissipation theorem:

$$\chi(x) = \eta(x) \chi(x + \eta(x)) (x) \chi(x + \eta(x)) \chi(x + \eta(x))$$  

(5.16)

The continued-fraction coefficients $\alpha$ for this case is shown in Fig. 12. In Fig. 13 we plot the real and imaginary parts of the generalized susceptibility $\chi(x)$ for $\gamma = 1.138489 \ldots$. This $\gamma$ value corresponds to a region wherein the amplitude fluctuations are approximately Gaussian. In this case, we observe that the continued-fraction expansion (4.6) may be truncated at $\alpha = 2$ with a high degree of accuracy (reflecting the near total absence of memory effects in this regime). Indeed, for a frequency $\omega = 0.952$ for example, we obtain a percentage error of 1.7% when we truncate the continued fraction, Eq. (4.6), at $\alpha = 2$ rather than at $\alpha = 6$. We also find, in accordance with the statements made earlier in this section, that the real part of the susceptibility
The physical meaning of the susceptibility $\chi(\omega)$ is well known that the susceptibility is a measure of the response of the atoms to an external applied electric field. In a linear theory (for not too strong fields), the polarization (induced by $\omega$ external field in proportional to the field, $\chi(\omega)$ being the constant of proportionality. In the system considered in this work, the additional small signal $\delta$ induces a change in the polarization $\delta$ of the atoms in the cavity. The susceptibility calculated in this section is actually a measure of the atomic response to this additional field. Since we have assumed the incident field to be real (this is a consequence of the phase-locking assumption), we have $\chi(\omega) = \chi(-\omega)$.
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APPENDIX

The explicit expressions for the first six continued-fraction coefficients of Eq. (6.6) are expressed in terms of the stationary moments $\{\rho_0\}$ as

$$
\begin{align*}
\gamma_1 &= \rho_0, \\
\gamma_2 &= -\rho_1/\rho_0, \\
\gamma_3 &= \frac{-\rho_2}{\rho_1 - \rho_0}, \\
\gamma_4 &= \frac{-\rho_3}{\rho_2 - \rho_1}, \\
\gamma_5 &= \frac{-\rho_4}{\rho_3 - \rho_2}, \\
\gamma_6 &= \frac{-\rho_5}{\rho_4 - \rho_3}.
\end{align*}
$$
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