Quantum features of Brownian motors and stochastic resonance
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We investigate quantum Brownian motion sustained transport in both, adiabatically rocked ratchet systems and quantum stochastic resonance (QSR). Above a characteristic crossover temperature \( T_0 \) tunneling events are rare; yet they can considerably enhance the quantum-noise-driven particle current and the amplification of signal output in comparison to their classical counterparts. Below \( T_0 \) tunneling prevails, thus yielding characteristic novel quantum transport phenomena. For example, upon approaching \( T=0 \) the quantum current in Brownian motors exhibits a tunneling-induced reversal, and tends to a finite limit, while the classical result approaches zero without such a change of sign. As a consequence, similar current inversions generated by quantum effects follow upon variation of the particle mass or of its friction coefficient. Likewise, in this latter regime of very low temperatures the tunneling dynamics becomes increasingly coherent, thus suppressing the semiclassically predicted QSR. Moreover, nonadiabatic driving may cause driving-induced coherences and quantized resonant transitions with no classical analog.

Traditional heat engines are devices to extract useful work out of thermal fluctuations by way of transferring heat between equilibrium baths at different temperatures. More realistic setups, involving also nonthermal forces, have been addressed in recent years under the label of “Brownian motors.” Given the typically tiny scales of such devices, it is just one more natural step forward to also take into account quantum mechanical effects. Another instance, where noise plays a constructive role with many astonishing finer details, is “stochastic resonance,” arising in a large class of systems when driven out of thermal equilibrium by a coherent (e.g., periodic) signal. Again, the question about quantum effects poses itself in numerous systems, and often leads to highly surprising new answers compared to a purely classical approach. We shall show here that some basic ingredients of a quantum Brownian motor are related to those of stochastic resonance, especially the consistent quantum mechanical modeling of the thermal heat baths. On the other hand, the fluctuation-driven amplification of the response that characterizes stochastic resonance is governed by a mechanism which distinctly differs from the physics ruling current in Brownian motors.

I. INTRODUCTION

The quest of extracting usable work from unbiased fluctuations has provoked debates ever since the early days of Brownian motion theory.\(^1\) *Prima facie* speaking, periodic structures that possess an intrinsic spatial asymmetry (so termed ratchets) seem capable of generating the desired directed transport. Yet, as already argued by Smoluchowski and later by Feynman,\(^1\) no stationary net transport is possible if only equilibrium fluctuations are at work—in perfect agreement with the second law of thermodynamics. Thus finite transport with unbiased sources can emerge only under nonequilibrium conditions. In recent years, a great variety of such classical nonequilibrium models have been demonstrated to indeed operate,\(^2,3\) entailing a lot of interesting potential applications both for biological intercellular transport processes and for technological devices that pump Brownian particles on periodic structures with period length scales extending from nano to mesoscopic and even to macroscopic size. Another phenomenon where the cooperative role of (thermal or nonthermal) fluctuations, acting on systems out of equilibrium, provides a useful tool is *stochastic resonance* (SR).\(^4-6\) This term is given to a phenomenon which is manifest in nonlinear metastable systems whereby—generally feeble—input information can be amplified, and optimized, by the assistance of noise. The effect apparently requires three basic ingredients: (i) an energy activation barrier or, more generally, a type of threshold; (ii) a weak coherent input (such as a periodic signal); and (iii) a source of noise which is inherent in the system (thermal), or which adds to the coherent input (nonthermal). Given these features, the response of the system undergoes a resonancelike behavior as a function of increasing noise strength; hence the name stochastic resonance. The underlying basic mechanism seems fairly simple and robust, so that it is observed in a large variety of physical, chemical, and biological systems.

The challenge here will be to pinpoint the cooperative role of quantum fluctuations, allowing for a distinct new channel for transport, namely under-barrier (threshold) *quantum tunneling*. We shall restrict the discussion to the technologically important class of (deterministic or noisy) rocked metastable systems. In case of a ratchet this typifies a Brownian quantum rectifier. In a double well potential a periodic deterministic signal force represents the archetype for quantum stochastic resonance (QSR). Both systems have been investigated in recent years in the classical limit of overdamped Brownian motion,\(^5,6\) but only recently has the study been extended to account for quantum fluctuations.
This latter objective is by no means a trivial extension; this is due to the fact that a description for a dissipative quantum dynamics in the presence of external, time-dependent forcing is required: Because no consistent phenomenological quantum description of dampened systems does exist, the approach necessitates a firm basis that is rooted in an \textit{ab initio} microscopic description of a total system, consisting of the metastable subsystem of relevance coupled to a “heat-reservoir” containing the microscopic degrees of freedom that provide a friction mechanism and generate fluctuational effects.

In the following series of sections we shall address this challenge of quantum-noise-driven transport in ratchets and in rocked double well systems exhibiting SR. Mostly, though not exclusively, we restrict the discussion to weak thermal quantum noise and sufficiently large barrier heights so that a description on a semiclassical level is possible. Then both phenomena can be described within a quantum rate description.\(^7\) The current in rocked quantum ratchets is related to the difference of two corresponding quantum rates for forward and backward tunneling assisted (incoherent) escape; in contrast, QSR is ruled by the total rate of decay of population—given by the sum of these two escape rates—and the strength of synchronization with the deterministic time-periodic perturbation, as measured by the frequency-dependent response function for the output signal. This also shows that the two phenomena are in fact not really closely related with each other. It is true that both the current response and QSR generally exhibit a bell-shaped behavior versus increasing thermal noise level, as measured by the temperature \(T\). The corresponding maxima, however, generally occur at completely different temperature values, due to the different enhancement mechanisms at work.

We begin our investigation of quantum Brownian motion-driven transport in metastable, driven systems with the outline of an appropriate microscopic model for friction and thermal fluctuations.

II. TRANSPORT IN ADIABATICALLY ROCKED QUANTUM RATCHETS

A. Model

Our starting point is a one-dimensional quantum particle with mass \(m\) in an asymmetric, periodic “ratchet”-potential \(V(x)\) of period \(L\) in the presence of a time-dependent force field \(f(t)\) that is unbiased on average. This “bare” system is furthermore coupled via coupling strengths \(c_j\) to a model “heat bath” of infinitely many harmonic oscillators with masses \(m_j\) and frequencies \(\omega_j\) (\(\omega_j > 0\) without loss of generality) yielding the compound (system-plus-environment) Hamiltonian

\[
\text{H}(i) = \frac{p_i^2}{2m} + V(x) - xf(i) + H_B, \tag{1}
\]

\[
H_B = \sum_{j=1}^{\infty} \left( \frac{p_j^2}{2m_j} + \frac{1}{2} m_j \omega_j^2 \right) x_j - \frac{c_j x}{m_j \omega_j^2} x_j^2. \tag{2}
\]

Here, \(x\) and \(p\) are the coordinate and momentum operators of the quantum Brownian particle of interest, while \(x_j\) and \(p_j\) are those of the bath oscillators. As initial condition at time \(t = 0\) we assume that the bath is at thermal equilibrium and is decoupled from the system. The infinite number of oscillators guarantees an infinite heat capacity and thus a reasonable model of a bath that keeps its initial temperature \(T\) for all later times \(t > 0\). For the rest, it turns out that the effect of the environment on the system is completely fixed by the frequencies \(\omega_j\) and the ratios \(c_j^2/m_j\) or, equivalently, by the so-called spectral density

\[
J(\omega) = \frac{\pi}{2} \sum_{j=1}^{\infty} \frac{c_j^2}{m_j \omega_j^2} \delta(\omega - \omega_j). \tag{3}
\]

More details about this model for quantum dissipation can be found, e.g., in Refs. 7 and 8.

The observable of central interest in our above-defined ratchet dynamics is the particle current in the steady state,

\[
I = \lim_{t \to \infty} \overline{(x(t))}_\beta, \tag{4}
\]

where \(\beta = 1/k_B T\), \(k_B\) is Boltzmann’s constant, the subscript \(\beta\) indicates thermal averaging (quantum statistical mechanical expectation value), and the overbar indicates a time average over the (unbiased) driving force \(f(t)\). Note that this quantity \(I\) is independent of the initial condition for the Brownian particle at time \(t = 0\).

Having specified the general model, let us now highlight some of its basic properties and introduce typical examples. The model “ratchet”-potential we will in our numerical studies is

\[
V(x) = V_0 \left[ \sin(2 \pi x/L) - \frac{i}{4} \sin(4 \pi x/L) \right] \tag{5}
\]

(see Fig. 1). Further, we will assume a so-called Ohmic bath, characterized by a continuous spectral sensity \(J(\omega)\) with a linear initial growth, a “cut-off” frequency \(\omega_c\), and a single “coupling parameter” \(\eta\).

\[
J(\omega) = \eta \omega \exp\{-\omega/\omega_c\}. \tag{6}
\]

The cutoff \(\omega_c\) is introduced in order to avoid unphysical ultraviolet divergences but is always chosen much larger

\[\text{FIG. 1. Solid: ratchet potential } V(x) \text{ in (5). Dashed and dotted: ‘‘tilted washboard potentials’’ } U^\pm(x) \text{ in (7) with } F = 0.1 V_0, L = 2 \pi. \text{ Note that the extrema and the separating barriers are different for } U^+(x) \text{ and } U^-(x) \text{, while the period } L \text{ is in common.}\]
than any other characteristic feature of the system and therefore typically drops out of the final results. This harmonic oscillator model for the thermal environment (1) together with the truncated Ohmic spectral density (6) has proven to provide reasonable approximations in a wide variety of real situations, even though for many complex systems, one actually does not have a clear understanding of the microscopic origin of the damping.\(^8\) It should also be mentioned that, though we speak here of a particle, \(x(t)\) may as well represent any other kind of relevant collective coordinate.

The force field \(f(t)\) may be either externally imposed (in experiments or technical applications) or mimic system-intrinsic collective degrees of freedom far from thermal equilibrium (in intracellular transport processes). This justifies that we did not include a full quantum mechanical model for this force and that we have neglected both a back-coupling of the system coordinate \(x\) to \(f(t)\) as well as a possible direct interaction between the thermal environment and \(f(t)\). For the rest, we remark that \(f(t)\) may still be either of stochastic or of deterministic nature.

For reasons of numerical efficiency only, we shall focus on a driving \(f(t)\) that can take on only the two values \(\pm F\) and is furthermore compatible with our above assumption that it is unbiased, i.e., its time average vanishes. In other words, at each instance of time, our quantum Brownian particles are exposed to either of the two “tilted washboard” potentials

\[
U^\pm(x) = V(x) \mp Fx
\]

(cf. Fig. 1). As a further assumption we require that \(F\) is positive but not too large, such that both potentials \(U^\pm(x)\) still display a local maximum and minimum within each period \(L\). To fix notations, let us denote by \(x_0^\pm\) one of the local minima of \(U^\pm(x)\) and by \(x_0^\mp\) its neighboring local maximum to the right. The potential barrier which a particle at \(x=x_0^\pm\) is facing to its right is therefore \(\Delta U^\pm_0 = U^\pm(x_0^\pm) - U^\pm(x_0^\mp)\) and to its left \(\Delta U^\pm = U^\pm(x_0^\mp - L) - U^\pm(x_0^\pm)\). Taking into account (7) and the periodicity of \(V(x)\) it follows that

\[
\Delta U^\pm_0 = \Delta U^\pm \pm FL.
\]

While indices \(\pm\) will often be dropped in the following, it should be emphasized that the location of the local maxima and minima, their mutual distance, as well as the corresponding potential curvatures and separating barriers are in general different for \(U^+(x)\) and \(U^-(x)\). The only common feature is the periodicity \(L\) and the average tilt (in modulus) (see also Fig. 1).

For an arbitrary time scale of the flips of \(f(t)\) between \(\pm F\) we are still faced with an extremely difficult time-dependent quantum mechanical nonequilibrium problem. Since no way of tackling that is known to us, we henceforth restrict ourselves to very rare flips between \(\pm F\) such that transients after each flip are negligible and we can focus on the steady-state particle currents \(I^\pm\) in the two tilted washboard potentials (7). Recalling that \(f(t)\) is unbiased, i.e., on average the particle is exposed half of the time to either of potentials, the resulting net particle current (4) then immediately follows from \(I^\pm\) as

\[
I = \frac{1}{2} [I^+ + I^-].
\]

It is instructive to notice that by way of integrating out the bath degrees of freedom in (1) one obtains\(^7,8\) the following one-dimensional Heisenberg equation (generalized Langevin equation) for the position operator \(x\):

\[
\dot{x}(t) = \frac{2}{\hbar} \int_0^\infty d\omega J(\omega) \cos(\omega t),
\]

and the operator valued quantum noise,

\[
\dot{\xi}(t) = \sum_{j=1}^\infty c_j \left( \frac{p_j(0)}{m_j \omega_j} \sin(\omega_j t)
+ \left( x_j(0) - \frac{c_j x(0)}{m_j \omega_j^2} \cos(\omega_j t) \right) \right),
\]

containing the initial conditions of the bath and of the particle’s position. Exploiting the assumed thermal distribution of the bath \(\mathbf{H}_B\) at \(t=0\) one sees\(^8\) that \(\dot{\xi}(t)\) becomes a stationary Gaussian noise with mean value zero. Moreover, one recovers the usual connection [via \(J(\omega)\)] between the random and the frictional effects of the bath on the right-hand side of (10) in the form of the fluctuation–dissipation relation

\[
\langle \dot{\xi}(t) \dot{\xi}(t+\tau) \rangle_\beta = \frac{\hbar}{\pi} \int_0^\infty d\omega J(\omega) \times \left[ \coth \left( \frac{\hbar \omega \beta}{2} \right) \cos(\omega \tau) - i \sin(\omega \tau) \right].
\]

The special role of an Ohmic heat bath (6) becomes now apparent by observing that the damping kernel (11) approaches

\[
\dot{\eta}(t) = 2 \eta \delta(t)
\]

when the cutoff \(\omega_c\) goes to infinity. The last term in (10) thus boils down to the memoryless Stokes friction \(\eta \dot{x}(t)\). In other words, \(\eta\) in (6) has the meaning of a damping coefficient due to viscous friction.

With the time between flips of \(f(t)\) and the cutoff \(\omega_c\) in (6) becoming asymptotically large, we are essentially left with six model parameters, namely the particle mass \(m\), the “potential parameters” \(V_0, L, \) and \(F\) in (5) and (7), and finally the coupling \(\eta\) in (6) and the temperature \(T\), characterizing the thermal environment. The necessary restrictions regarding their admitted range are most naturally discussed in the classical limit.

### B. Classical limit

The classical limit means roughly speaking to let \(\hbar\) go to zero. More precisely it is expressed by the condition that \(\hbar \beta\)
becomes negligibly small in comparison with any other characteristic time scale of the system. In this limit one can infer from (13) and (6) (with $\omega_c \to \infty$) that

$$
(\xi(t)\xi(t+\tau))_\beta = 2\eta k_B T \delta(\tau).
$$

(15)

Furthermore, quantum fluctuations will vanish, so that q-numbers go over into c-numbers in (10). Together with (14) this yields the familiar classical stochastic differential equation for the real-valued coordinate $x(t)$,

$$
m \dddot{x} + V'(x) - f(t) = 2\eta k_B T \xi(t) - \eta \dddot{x},
$$

(16)

with a $\delta$-correlated Gaussian noise $\xi(t)$.\(^7\)

We now make the assumption that the remaining model parameters $m$, $V_0$, $L$, $F$, and $\eta$ are such that a classical particle which starts at rest close to any local maximum of $U^\pm(x)$ will deterministically slide down the corresponding slope but will not be able to subsequently surmount any further potential barrier and so is bound to end in the next local minimum. Differently speaking, a moderate-to-strong friction dynamics is considered and deterministically "running solutions" are excluded. We further assume weak thermal noise, that is, any potential barrier is much larger than the thermal energy:

$$
\Delta U_{\text{cl}} = k_B T.
$$

(17)

Then, the thermally induced escape rate over each such barrier is well approximated by the classical Kramers rate in the spatial diffusion limit\(^7\)

$$
k_{\text{cl}} = \frac{\mu \sqrt{U_0^\pm}}{2\pi \sqrt{U_b^\pm}} \exp \{ -\beta \Delta U \},
$$

(18)

$$
\mu = \frac{\sqrt{\eta^2 + 4m |U_0^\pm| - \eta}}{2m},
$$

(19)

where for the sake of better readability, indices $r$, $l$, and $\pm$ have been dropped, and where $U_0^r$ and $U_b^r$ represent the potential curvatures (second derivatives) at the extrema $x_0^r$ and $x_b^r$, respectively. In the fixed potential $U^+(x)$ one thus has a rate $k_{\text{cl},r}$ of the form (18) describing thermal hopping to the right, i.e., over $\Delta U_r^+$, and a second rate $k_{\text{cl},l} = k_{\text{cl},r} e^{-\beta F_L}$ [where we exploited (8)] for hopping to the left over $\Delta U_l^+$, inducing a net particle current $I^+_r = L(k_{\text{cl},r} - k_{\text{cl},l})$. The latter is positive in view of $I^+_r = L k_{\text{cl},l}(1 - e^{-\beta F_L})$ and since we assumed that $F > 0$. Analogously, in the quenched potential $U^-(x)$ one finds the negative current $I^-_l = - L k_{\text{cl},l}(1 - e^{-\beta F_L})$. The resulting average classical current (9) can thus be rewritten as

$$
I^\pm = \frac{L}{2} (1 - e^{-\beta F_L})(k_{\text{cl},r}^+ - k_{\text{cl},l}^-).
$$

(20)

C. Semiclassical theory

Next we return to the dissipative quantum dynamics (10) but restrict ourselves to the so-called semiclassical regime. Very roughly speaking, this means that in the absence of the heat bath $H_B$ there exists a large number of (quasi-) bound states in each metastable minimum of $U^\pm(x)$, i.e., $\hbar \omega_0 \ll \Delta U_{\text{cl}}^\pm$, where

$$
\omega_0^\pm = (U_0^\pm/m)^{1/2}
$$

(21)

are the respective ground state frequencies. By a refined argument, this condition can still be made weaker by a factor $2\pi$ and, after also properly taking into account the effects of the heat bath, is found to take on the final form\(^8,10\)

$$
\hbar \mu^\pm \ll 2\pi \Delta U_{\text{cl}}^\pm
$$

(22)

with $\mu^\pm$ like in (19). Within the so-defined semiclassical realm, speaking of a particle with a reasonably well-defined position and momentum still makes sense except during the now possible tunneling processes, which are manifestly far from classical, but can occur with a small probability semiclassically. Moreover, tunneling between potential wells in either of the tilted washboard potentials (8) is incoherent and well described in terms of rates. As a consequence, the reasoning at the end of the preceding Sec. II B can be taken over essentially unchanged apart from the classical rates $k_{\text{cl}}$ appearing in the current (20) which have to be replaced by their quantum mechanical counterparts $k_{\text{qm}}$ to obtain

$$
I_{\text{qm}} = \frac{L}{2}(1 - e^{-\beta F_L})(k_{\text{qm},r}^+ - k_{\text{qm},l}^-).
$$

(23)

Qualitatively, each such rate $k_{\text{qm}}$ in (23) is governed by a competitive interplay between the very rare thermal activation up to a certain "energy level" and the also very unlikely tunneling from there on "through" the remaining part of the potential barrier. Quantitatively, a sophisticated line of reasoning has been elaborated during recent years\(^7,10\) which we will only briefly sketch in the following. Starting with the Hamiltonian system-plus-reservoir model (1) and adopting Langer’s "imaginary free energy method"\(^7,10\) or, equivalently, Miller’s "multidimensional quantum transition state theory,"\(^7\) it is possible to express the escape rate $k_{\text{qm}}$ in terms of functional path integrals. After integration over the harmonic bath modes and a steepest descent approximation [justified by (22)] in the remaining single-variable path integral, one obtains the following form for the semiclassical approximation of the rate

$$
k_{\text{qm}} = A \exp \{ -S_B / \hbar \}.
$$

(24)

Here, the exponentially dominating contribution $S_B$ is defined via the nonlocal action

$$
S[q] = \int_0^{\beta \hbar} \frac{dq^2}{2} + U(q) + \frac{\eta}{4\pi} \int_{-\infty}^{\infty} d\tau ' \left( \frac{q - q'}{\tau - \tau '} \right)^2
$$

(25)

with the abbreviations $q = q(\tau)$ and $q' = q(\tau')$, and where we exploited the assumed Ohmic spectral density (6) with $\omega_c \to \infty$ (generalizations are immediate, see Refs. 7 and 10). Like previously in (18) we again omitted here indices $r$, $l$, and $\pm$ for the sake of better readability. This action (25) has now to be extremized with respect to $q(\tau)$ under the constraints that $q(\tau + \hbar \beta) = q(\tau)$ for all $\tau$, and that there exists at least one $\tau$ with $q(\tau) = x_0$. A trivial such extremizing $q(\tau)$ is always $q(\tau) = x_0$. Among this and the possibly existing further extrema one has to select the one that minimizes $S[q]$, the so-called "bounce solution" $q_B(\tau)$, to finally obtain the exponentially leading contribution in (24) as
\[ S_B := S[q_B] - \hbar \beta U(x_0). \]  

(26)

Since this bounce \( q_B(\tau) \) is in fact nothing else than the dominating path in the above-mentioned steepest descent approximation of the path integral, it is obvious that the preexponential factor \( A \) in (24) accounts for the fluctuations about this dominating path, i.e., contributions to the path integral from an entire small vicinity of \( q_B(\tau) \). The most convenient way of rewriting this prefactor \( A \) depends on the considered temperature, as discussed next.

Closer inspection shows\(^7\,^10\) that there exists a crossover temperature

\[ T_0 = \mu \hbar / 2\pi k_B \]

(27)

above which \( q_B(\tau) = x_b \) is the only admissible extremum in (25), and therefore \( S_B/\hbar = \beta A U \) according to (26). In view of (24) and (18) tunneling thus does not affect the exponentially leading part of the rate in this regime \( T > T_0 \). Moreover, a closed analytical expression for the prefactor \( A \) is available,\(^7\,^10\,^11\) yielding for the quantum rate the result

\[ k_{qm} = k_d \left( \lambda^b_0 / \lambda^b \right) \prod_{n=2}^{\infty} \left( \lambda^b_0 / \lambda^b_n \right). \]

(28)

Here, we introduced the notations

\[ \lambda^b_0 = m \nu^2 + \eta \nu + U''(x_b), \]

(29)

\[ \nu_n = 2 \pi n / \hbar \beta, \]

(30)

\[ \lambda^b_n = \sqrt{\beta L} \beta e^{-\beta^2 L / \beta L} \text{erf} \left( \lambda^b_0 \sqrt{\beta L} \right), \]

(31)

\[ \mathcal{L} = \frac{1}{2} m \mu^2 + |U''| + \frac{d^4 U(x_0)}{dx^4}, \]

(32)

where the complementary error function is given by \( \text{erfc} (z) = 2 \pi^{-1/2} \int_z^{\infty} e^{-y^2} dy \) and where \( \mathcal{L} > 0 \) in (32) has been tacitly assumed. It is not difficult to verify that the \( \lambda^b_n \) are the eigenvalues of the action (25) when linearized about the trivial extremizing path \( q_B(\tau) = x_b \) and similarly for the \( \lambda^b_0 \) and \( q(\tau) = x_0 \). Close to \( T_0 \) one has \( \lambda^b_0 \to 0 \), calling for special care in the steepest descent evaluation of \( A \) in (24). Accordingly, the quantity \( \lambda^b_0 \) in (31) has been obtained by properly including also next to leading order contributions in that evaluation of \( A \). On the other hand, outside this vicinity of \( T_0 \), that is, when \( \lambda^b_0 \sqrt{\beta L} \gg 1 \), one has \( \lambda^b_0 \to \lambda^b_1 \) since erfc \( (z) \to \exp (-z^2 / \sqrt{\pi} \sqrt{z}) \) for \( z \to \infty \). Now, one readily observes that \( k_{qm} \to k_d \) for all admitted \( T \gg T_0 \). Finally, when \( T \gg T_0 \), or equivalently, \( \hbar \to 0 \), all the factors multiplying \( k_d \) on the right-hand side of (28) tend to unity, and thus \( k_{qm} \) smoothly approaches the classical Kramers rate (18), as it should be.

Note that the two rates in the current (23) bring along two different crossover temperatures \( T_0^+ \) and \( T_0^- \) since \( \left| U''_b \right| \) in (19) and thus \( \mu \) in (27) are typically different for \( U^{\pm}(x) \). One can now rewrite the semiclassical condition (22) in terms of those crossover temperatures as

\[ k_B T_0^+ \ll \Delta U^{\pm}_{x_b}, \]

(33)

It is reassuring to observe that in fact the semiclassical condition (22) is nothing else than the classical weak noise condition for the validity of the Kramers rate (17) at crossover \( T = T_0 \).

Turning to subcritical temperatures \( T < T_0 \), analytical progress is possible only in a few special cases.\(^7\) The simplest of them is the limit \( \eta \to 0 \), \( T \to 0 \) (no heat bath), resulting in the familiar Gamow formula for the exponentially leading action (25) for tunneling decay

\[ S_B - S_G = 2 \int_{x_0}^{x_f} dq \sqrt{2m \left[ U(q) - U(x_0) \right]}, \]

(34)

where \( x_f \) denotes the first point beyond the potential barrier with the property \( U(x_f) = U(x_0) \). The absolute value is needed since \( x_f < x_0 \) for the escapes to the left, i.e., across \( \Delta U^{\pm}_f \). The corresponding expression for the prefactor \( A \) is obtained as

\[ A \to A_G = \sqrt{\frac{m \omega_0}{\pi \hbar}} \lim_{x \to x_0} |x - x_0| \exp \left[ \int_{x}^{x_f} dq \sqrt{\frac{U''(x_0)}{2}} \right]. \]

(35)

In more general cases we have to resort to a numerical evaluation of the semiclassical rate.

D. Numerical solution below crossover

Though our numerical method to evaluate the semiclassical rate (24) in the subcrossover regime \( T < T_0 \) appears to be quite natural and straightforward, we remark that prior to our work\(^13\) only two comparable numerical studies have been available,\(^10\,^14\) both focusing on a cubic potential \( U(x) \), and exploiting heavily its special properties.

Our starting point to tackle the extremization of the action functional in (25) is a truncated Fourier series ansatz for the bounce \( q_B(\tau) \) of the form

\[ q_B(\tau) = \sum_{n=1}^{N} c_n \cos (\nu_n \tau) + s_n \sin (\nu_n \tau) \]

(36)

with the Matsubara frequencies \( \nu_n \) from (30). This ansatz is suggested by the required periodicity \( q_B(\tau + \hbar \beta) = q_B(\tau) \). Note that with \( q_B(\tau) \) also \( q_B(\tau + \Delta \tau) \) will be an equivalent solution of the extremization problem for any \( \Delta \tau \). A natural way to get rid of this numerically quite annoying ambiguity is by setting \( a \text{ priori} \ s_N = 0 \) in (36). Similarly, one can set \( s_0 = 0 \) for trivial reasons. Introducing now the trial function ansatz (36) into the extremization problem (25) leads—by way of requiring stationarity with respect to the remaining \( 2N \) Fourier coefficients \( c_n \) and \( s_n \)—to a set of \( 2N \) coupled nonlinear equations. Since multiple solutions are expected in general, this set of equations requires a rather careful numerical exploration. We also remark that the final relevant solution \( q_B(\tau) \) is by construction an extremum of the action functional (25) but can be shown to be a "true saddle point," i.e., neither a maximum nor a minimum, so that a
In other words, possibly after a preceding shift of the time origin, the symmetry \( q_B(-\tau) = q_B(\tau) \) is always respected. This symmetry has sometimes been tacitly assumed in the literature, but to the best of our knowledge a general proof is still missing.

Once \( q_B(\tau) \) is determined, the action follows with (25) and the prefactor \( A \) can be obtained as

\[
A = \left( \frac{\int_0^{\beta_0} [q_B(\tau)]^2 d\tau}{2\pi\hbar} \right)^{1/2} \prod_{n} \lambda_n^{n/2},
\]

with \( n \) running from \(-\infty\) to \( \infty \) in the products \( \Pi \). Similarly in (28), the \( \lambda_n^b \) here are the eigenvalues of the action (25) when linearized about \( q_B(\tau) \). One of them is negative, reflecting the above-mentioned saddle point nature of the extremizing path \( q_B(\tau) \), and a further one is zero, related to the fact that with \( q_B(\tau) \) also \( q_B(\tau + \Delta \tau) \) is an equally admissible extremizing path in (25) for any \( \Delta \tau \) (i.e., a Goldstone mode is present). They are usually denoted by \( \lambda_n^p \) and \( \lambda_n^q \) and are clearly the continuations of \( \lambda_n^b \) and \( \lambda_n^l \) from (28) into the deep subcritical temperature regime. The zero eigenvalue has to be omitted in (38) as indicated by the primed product; it becomes, however, roughly speaking, substituted by the integral in the numerator.

By including sufficiently many Fourier coefficients in (36) and sufficiently many eigenvalues \( \lambda_n^b \) in (38) the uncertainty margin of our numerical rates is at most a few percent for arbitrary \( T \approx 0.1T_0 \). In particular, we reproduced the numerical results for a cubic metastable potential given in Ref. 10 to all digits. For completeness only, we may add that for \( T < 0.1T_0 \) reliable extrapolations could be readily obtained by exploiting the known asymptotical analytic results7,10 that \( S_B(T \to 0) \) remains finite, \( S_B(0) - S_B(T) \to -T^2 \) for small \( T \), and \( A(T) \) can usually be approximated quite accurately by its finite asymptotic limit \( A(T = 0) \). To cover this temperature regime will, however, not be of central importance for our ratchet problem under study.

It is well known10 that the simple steepest descent approximation underlying (38) becomes invalid for temperatures \( T \) very close to crossover \( T_0 \) such that \( \lambda_1^b \sqrt{B/L} \) is of the order \(-1\) or larger [cf. (29)–(32)]. There, one rather has to match this approximation with the more sophisticated one (28) [cf. the discussion below (32)]. In fact it can be shown7,10 that the validity of (28) actually extends even somewhat into the subcrossover regime as far as corrections of order \( 1 - T/T_0 \) in the prefactor \( A \) and of order \( 1 - T/T_0 \) in the action \( S_B \) in comparison to the full expression (24) are considered as negligible. However, as it turns out, this approximation is still too inaccurate for our purposes in the sense that simply matching it with the numerics at the first instance below \( T_0 \) where they agree leads to obviously inadequate results.

### E. Results

In this section we shall discuss a few representative examples for the behavior of the particle current \( I \) in our quantum ratchet model. We recall that the classical prediction follows immediately from (20) and (18), while the semiclassical current (23) requires a more involved numerical evaluation of two quantum rates along the lines described in the above Sec. II D. As already mentioned, this gives rise to the two crossover temperatures \( T_0^+ \) and \( T_0^- \), and it is useful to introduce at this point the definitions

\[
T_0^\text{max} = \max \{ T_0^+, T_0^- \},
\]

\[
T_0^\text{min} = \min \{ T_0^+, T_0^- \}.
\]

Similarly, we denote the smaller of the two potential barriers entering through (18) and (28) into the expressions for the current (20) and (23), respectively, by

\[
\Delta U^\text{min} = \min \{ \Delta U^+, \Delta U^- \}.
\]

Note that \( \Delta U^\text{min} \) is, according to (8), in fact the smallest of all four potential barriers arising in \( U^\pm(x) \).

We first address the behavior of the particle current \( I \) as a function of temperature \( T \) [measured in units of \( T_0^\text{max} \) from (39)]. To completely fix the model, we still have to specify the five parameters \( m, \eta, V_0, F, \) and \( I \) through

\[
F/I_0 = 0.1, \quad \Delta U^\text{min}/V_0 = 1.819, \quad |U^+|/V_0 = 1.672.
\]

The corresponding bare potential \( V(x) \) from (5) together with the two tilted washboard potentials from (7) are depicted in Fig. 1. Next we choose

\[
\eta/m \omega_0^b = 1,
\]

where

\[
\omega_0^b = [V_0/\ell^2 m]^{1/2},
\]

corresponding to a moderate damping as compared to inertia effects. To see this, we note that \( \omega_0^b \) approximates rather well the true ground state frequencies (21) in both potentials \( U^\pm(x) \). Namely, \( \omega_0^b \approx 1.239 \omega_0^+ \) and \( \omega_0^b \approx 1.294 \omega_0^- \). In particular, (46) rules out the occurrence of ‘deterministically running classical solutions’ both in \( U^+(x) \) and \( U^-(x) \) (cf. Sec. II B). Our last dimensionless number is

\[
\frac{\Delta U^\text{min}}{k_B T_0^\text{max}} = 10.
\]

In this way, the weak noise condition (17) is safely fulfilled at least up to \( T = 2T_0^\text{max} \) and at the same time the semiclassical condition (22) rewritten in the form (33) is also satisfied.

The classical prediction for the current from (20) and (18) approaches a straight line for small \( T \) in the Arrhenius
plot Fig. 2. Its sign is governed by that of \( \Delta U^-_i - \Delta U^+_i \) and is thus always positive for our example potential ("forward ratchet," cf. Fig. 1). Furthermore, Fig. 2 depicts the quantum current above crossover \( (T_0^{\text{max}}/T = 2.8) \) according to (23) and (28). In a close vicinity of either of the crossover temperatures \( T_0^{\pm} \), an increased uncertainty of the semiclassical rate theory arises, as discussed at the end of Sec. II C. This gap in our data between roughly \( T_0^{\text{max}} \) and \( T_0^{\text{min}} \) is bridged by the dashes in Fig. 2. For even smaller \( T < T_0^{\text{min}} \) the results shown in Fig. 2 have been obtained by the numerical procedure from Sec. II D. The slight roughness in the curve at very low \( T \) is due to numerical inaccuracies [they are not visible in the individual rates but only in the much more sensitive difference of rates entering into (23)].

Our first observation is that even above \( T_0^{\text{max}} \), quantum effects may enhance the classical directed transport by more than a decade. They become negligible only beyond several \( T_0^{\text{max}} \). In other words, significant quantum corrections of the classically predicted particle current set in already well above the crossover temperature \( T_0 \), where tunneling processes are still rare. (They can be associated to quantum effects other than genuine tunneling "through" a potential barrier.) With decreasing temperature, \( T < T_0^{\text{min}} \), quantum transport is even much more enhanced in comparison with the classical results. A further remarkable feature caused by the intriguing interplay between thermal noise and quantum tunneling is the inversion of the quantum current direction at very low temperatures. In a classical description, such a reversal for adiabatically slow driving is ruled out (see Ref. 15). Finally, \( I_{\text{qm}} \) approaches a finite (negative) limit when \( T \rightarrow 0 \), implying a finite (positive) stopping force also at \( T = 0 \). In contrast, the classical prediction \( I_{\text{cl}} \) remains positive but becomes arbitrarily small with decreasing \( T \). A curious detail in Fig. 2 is the nonmonotonicity of \( I_{\text{qm}} \) around \( T_0^{\text{max}}/T = 2.5 \). It is caused by a similar resonancelike \( T \) dependence in one of the underlying quantum rates that is further enhanced due to the fact that a difference of such rates governs the current (23). A better understanding of this issue is the subject of ongoing work.

We also studied other parameter values than those used in Fig. 2 as well as somewhat modified potentials (5). As an example we refer to the results presented in Ref. 13. Basically, always the same qualitative behavior is observed, except that the nonmonotonic temperature dependence disappears for sufficiently large \( \Delta U^{\text{min}}/k_BT_0^{\text{max}} \) values. Thus all the above-described novel features appear to be typical for a large class of quantum ratchet systems.

To explain qualitatively the current reversal, we recall that in the limit \( T \rightarrow 0 \) and \( \eta \rightarrow 0 \) the exponentially leading contribution \( S_p \) in the semiclassical rate (24) is given by the Gamow factor \( S_G \) from (34). Strictly speaking, by letting \( \eta \rightarrow 0 \) we of course violate the assumption that deterministic running solutions should be ruled out. However, it is plausible that small but finite \( \eta \) will exist for which the following qualitative arguments can be adapted self-consistently. In that spirit, we now proceed to conclude from (23) that the sign of the quantum current will be governed by that of the difference \( S_{G,1} - S_{G,r} \) between the Gamow factors (34) belonging to the two rates in (23). The fact that this difference is negative cannot definitely be read off by eye directly from Fig. 1 since it is rather small, but is readily verified numerically. In other words, for very small \( T \) indeed a negative current is predicted. On the other hand, for large \( T \) we are approaching the classical limit, \( I_{\text{qm}} \rightarrow I_{\text{cl}} \), and the positive sign of \( I_{\text{cl}} \) (as discussed above) carries over to \( I_{\text{qm}} \). A change of sign in \( I_{\text{qm}} \) at some intermediate temperature is thus a necessary consequence. For more general \( \eta \) and \( T \), quantum tunneling and thermal effects are well known to conspire in a very complicated and often counter-intuitive way so that simple explanations usually cannot be given.

The occurrence of current reversals in ratchet models when certain control parameters are varied has been a major issue of several investigations. It has, however, not always been sufficiently appreciated that typically such a change of sign is immediately carried over to the dependence of the current on many other model parameters.16 We exemplify this observation by choosing in Fig. 2 a temperature \( T = T_0^{\text{max}}/2.8 \) very close to the current-inversion point, but now keep \( T \) fixed and vary some other parameter instead. Results with the mass \( m \) and the friction coefficient \( \eta \) as such control parameters are given in Figs. 3 and 4, respectively. Since reversals with respect to \( T \) are apparently rather typical, the same may be expected with respect to \( m \) and \( \eta \) as well. Such a sensitive dependence of the current direction on basic properties of the Brownian particles is of considerable interest both with respect to possible new particle-separation methods as well as for modeling of biological transport processes.2,3

**III. QUANTUM STOCHASTIC RESONANCE**

**A. General framework**

We now turn to the constructive role of quantum fluctuations for the phenomenon of quantum stochastic reso-
systems of molecular or atomic size. Quantum effects, how-
gion, but can reach values around room temperatures for interference devices such as Josephson junctions or superconducting quantum in-
are generally very low. For macroscopic quantum systems the smallest characteristic energy scale given in a bistable quantum system by the level split-
therm de Broglie wavelength then is no longer much comparable with typical quantum mechanical energies. The smallest characteristic energy scale, for example the thermal energy \( k_B T \), become \( \propto \) comparable with typical quantum mechanical energies. The thermal de Broglie wavelength then is no longer much smaller than all other characteristic length scales of the system. This regime characterizes what we shall term the “deep quantum regime.” With the smallest characteristic energy scale given in a bistable quantum system by the level splitting \( \Delta \) of the lowest doublet, the corresponding temperatures are generally very low. For macroscopic quantum systems such as Josephson junctions or superconducting quantum interference devices (SQUIDs) they are in the milli-Kelvin region, but can reach values around room temperatures for systems of molecular or atomic size. Quantum effects, however, manifest themselves, as demonstrated in the previous section, already at much higher temperatures, namely around and even well above the cross-over temperature \( T_0 \). Even up to several \( T_0 \), the classical thermally activated transition over a barrier is already notably affected by finite quantum reflection and quantum transmission probabilities.

Let us first investigate this semiclassical regime of SR near and above the crossover temperature where quantum effects start to appreciably modify the classical SR dynamics. Like in (1) and (2), we consider again a quantum particle of mass \( m \) moving in a generally asymmetric bistable potential \( V(x) \) (see Fig. 5), which is bilinearly coupled to a heat bath of harmonic degrees of freedom, generating the quantum friction mechanism according to an Ohmic spectral density (6). Simultaneously, the system is subject to a time-dependent periodic force

\[
f(t) = -A \cos \Omega t.
\]

The bistable potential \( V(x) \) is characterized by an asymmetry parameter \( \epsilon \geq 0 \) with the dimension of an energy such that for \( \epsilon = 0 \) the potential is symmetric, \( V(-x) = V(x) \). For an arbitrary but fixed \( \epsilon \), the two metastable minima are located at \( \pm x_0 \), the maximum in between is denoted by \( x = x_b \), yielding a maximal tunneling length \( 2x_0 \), and the respective barrier heights to be surmounted by a particle located at \( \pm x_0 \) can be written without loss of generality in the form

\[
E_{\pm} = V_b \mp \epsilon/2.
\]

The potential curvatures at the barrier and the wells are again conveniently characterized by the respective “barrier-” and “well-frequencies:”

\[
\omega_b := [\left| V''(x_b) \right|/m]^{1/2}, \quad \omega_0 := [\left| V''(\pm x_0) \right|/m]^{1/2}.
\]

Note that for not too large \( \epsilon \), the implicitly assumed symmetry with respect to the potential curvatures at the two wells \( [V''(-x_0) = V''(x_0)] \) is not a serious loss of generality, given the exact symmetry \( V(-x) = V(x) \) for \( \epsilon = 0 \). We also remark that the parameters \( x_{0,b}, \omega_{0,b}, \) and \( V_b \) may still vary upon changing \( \epsilon \) and that further details of \( V(x) \) will usually not

---

**FIG. 3.** The steady-state quantum current in dimensionless units \( I_{qm}/L\omega_0^* \) versus particle mass. This plot was obtained by first taking in Fig. 2 \( T = T_0/0.75 \) with \( m_0^* \) defined as the corresponding value of the particle mass \( [m_0^* = m/\omega_0^* \text{ according to (46)}] \). This temperature was then kept fixed while the mass \( m \) was varied.

**FIG. 4.** The same as in Fig. 3 but with the friction coefficient \( \eta \) used as a control parameter \( [\eta_0 = m\omega_0^* \text{ according to (46)}] \).

**FIG. 5.** Interplay of thermal activation and quantum fluctuations for quantum stochastic resonance in an asymmetric bistable potential with asymmetry parameter \( \epsilon \).
play any role later on. Next, we recall that the exact, dissipative quantum dynamics is again governed by the quantum Langevin equation in (10) with the corresponding Ohmic friction kernel (14) and with operator-valued quantum fluctuations $\xi(t)$, satisfying (13). Finally, much like in Sec. II B, the concept of metastability holds true only when the barrier is large enough so that the forward rate of escape $k^+$ as well as the backward rate $k^-$ are small compared with all the other characteristic inverse time scales of the system dynamics. In particular, because the angular frequency $\omega_0$ describes the time scale for relaxation within a metastable well, the activation energies $E_u$ must be sufficiently large compared to the thermal energy $k_BT$ to ensure that the condition $\omega_0 \gg k^\pm$ is fulfilled.\(^2\) In other words, we require that

$$V_b - \epsilon/t \gg k_BT.$$  

(52)

The basic quantity of interest for SR is the time-dependent quantum statistical mechanical expectation value of the particle’s position, averaged over the reduced density operator $\rho_{red}(t)$, becoming periodic at asymptotic times $t$ (see below), i.e.,

$$P(t):=\langle x(t) \rangle.$$  

(53)

It constitutes the output of the system when the external time-periodic force $f(t)$ (49) is acting. Besides $P(t)$, the averaged power spectrum $\tilde{S}(\omega)$,

$$\tilde{S}(\omega):=\int_{-\infty}^{+\infty} d\tau \ e^{i\omega\tau} \tilde{C}(\tau) = S_N(\omega) + S^{(as)}(\omega),$$  

(54)

defined as the Fourier transform of the time-averaged quantum correlation function $\tilde{C}(\tau)$

$$\tilde{C}(\tau):=\frac{\Omega}{2\pi} \int_{-\infty}^{+\infty} \frac{dt}{t} \left\langle x(t+\tau)x(t) + x(t)x(t+\tau) \right\rangle,$$  

(55)

is a further fundamental quantity to investigate SR.\(^5,6\) It should be noted that, due to the explicit time dependence of the perturbation (49), the correlation function $\left\langle x(t+\tau)x(t) + x(t)x(t+\tau) \right\rangle$ depends separately on the time arguments $t$ and $\tau$. This explicit dependence on $t$, however, has been omitted since it will indeed drop out in the long time limit $t \rightarrow \infty$ considered below,\(^18\) thanks to the integration over a driving period in (55). As anticipated on the right-hand side of (54), for a time-periodic perturbation, the power spectrum results in the sum of two contributions, where $S_N(\omega)$ represents, in the absence of signal, the broadband “noise background,” possessing a Lorentzian hump at $\omega=0$. We shall denote this contribution by $S_N^{(0)}(\omega)$. In the presence of the signal, $S_N(\omega)$ is obtained as a product of the Lorentzian hump $S_N^{(0)}(\omega)$ and a correction factor (of order unity for weak signals) describing the modification of the signal on the broadband “background.”\(^1,18,19\) The “asymptotic” contribution $S^{(as)}(\omega)$ is given by the sum of $\delta$-spikes at integer multiples $\omega=n\Omega$ of the signal frequency, reflecting the fact that, for times $t$ large compared to the time scale of the transient dynamics, the motion acquires the periodicity of the external perturbation. Similarly, $P(t)$ and $\tilde{C}(\tau)$ approach for large times $t$ an asymptotically periodic behavior of the form\(^18,20\)

$$P(t) \xrightarrow{t \rightarrow \infty} P^{(as)}(t) = \sum_{m=-\infty}^{\infty} P_m(\Omega,A)e^{-im\Omega t},$$  

(56)

$$\tilde{C}(\tau) \xrightarrow{t \rightarrow \infty} C^{(as)}(\tau) = \sum_{m=-\infty}^{\infty} |P_m(\Omega,A)|^2 e^{-im\Omega \tau}.$$  

(57)

Thus, the amplitudes $|P_m|$ of the harmonics of $P(t)$ determine the weights of the $\delta$-spikes of the averaged spectral power density in the asymptotic state $S^{(as)}(\omega)$ via the relation

$$S^{(as)}(\omega) = 2\pi \sum_{m=-\infty}^{\infty} |P_m(\Omega,A)|^2 \delta(\omega-m\Omega).$$  

(58)

In other words, in the most interesting regime of asymptotically large times $t$, the behavior of the observables $S^{(as)}(\omega)$ and $\tilde{C}(\tau)$ follows from that of $P(t)$ (Wiener–Khinchine theorem). The two main quantities that have been examined in the literature on SR are the spectral amplification (or power amplitude) $\eta_1$ in the first frequency component of $S^{(as)}(\omega)$,\(^5,6,18\) and the ratio $\mathcal{R}$ of $\eta_1$ to the power spectrum $S_N^{(0)}(\omega)$ in the absence of a signal, evaluated at the external driving frequency $\omega=\Omega$, the so-called signal-to-noise ratio (SNR),\(^5,6,19\) i.e.,

$$\eta_1(\Omega,A):=4\pi|P_1(\Omega,A)|^2,$$  

(59)

$$\mathcal{R}:=4\pi|P_1(\Omega,A)|^2/S_N^{(0)}(\Omega).$$  

(60)

By definition, $\eta_1$ has the dimension of a length squared, while $\mathcal{R}$ has the dimension of a frequency. Thus, to investigate the interplay between noise and the coherent driving input which yields the phenomenon of QSR, we shall consider two dimensionless quantities, namely the scaled power amplification $\tilde{\eta}_1$ and the scaled signal-to-noise ratio $\tilde{\mathcal{R}}$. They read

$$\tilde{\eta}_1(\Omega,A):=\frac{\eta_1(\Omega,A)}{(Ax_0/V_b)^2}, \quad \tilde{\mathcal{R}}:=\frac{(\mathcal{R}/\omega_b)}{(Ax_0/V_b)^2}. $$  

(60)

Thus far, all our definitions are completely general and all relations are still exact; they describe the full nonlinear QSR in the whole temperature regime extending from absolute zero up to room temperatures and beyond, and they approach the limit of classical nonlinear SR smoothly. The main challenge consists in the evaluation of the (exact) asymptotic quantum expectation value $P(t)$ in (56), from which everything else follows. Since we are not able to do this in an analytical closed form, we next address this challenge within a quantum linear response theory.

**B. Linear response theory for quantum stochastic resonance**

Because the main focus of SR centers around the noise-driven enhancement of the response to a weak coherent input, we shall develop in this section the theory for QSR based on Kubo’s linear response theory, which in our case—thermal equilibrium when driving is absent—can be based on the quantum fluctuation-dissipation theorem (QFDT). This theorem relates the unperturbed ($A=0$) power spec-
trum of fluctuations in thermal equilibrium \( S_N^{(0)}(\omega) \) to the linear susceptibility \( \chi(\omega) \) at the driving frequency \( \omega = \Omega \) according to the celebrated relationship

\[
S_N^{(0)}(\Omega) = \hbar \coth(\beta \hbar \Omega/2) \Im \chi(\Omega) \quad (61)
\]

In the limit \( \hbar \beta \Omega \ll 1 \) the QFDT becomes \( S_N^{(0)}(\Omega) = 2 \Im \chi(\Omega)/\beta \Omega \), thus correctly reproducing the classical fluctuation–dissipation theorem (see also Sec. II B).

In the linear response approximation, only the harmonics \( 0, \pm 1 \) of \( P^{(as)}(t) \) in Eq. (56) are different from zero, \( P_0 \) being just the thermal equilibrium value \( P_{eq} \) in the absence of driving, and \( P_{\pm 1} = (A/2)\chi(\pm \Omega) \) being related by Kubo’s famous formula to the linear susceptibility \( \chi(\Omega) \) according to

\[
\bar{\chi}(\Omega) = \frac{i}{\hbar} \int_{-\infty}^{\infty} d\tau e^{i\Omega \tau} \theta(\tau) \langle [q(\tau), q(0)] \rangle_{A=0} \quad (62)
\]

where \( \langle \ldots \rangle_{A=0} \) indicates the quantum statistical mechanical evaluation of correlation functions in thermal equilibrium, that is, in the absence of driving. Further, \( i\langle [q(\tau), q(0)] \rangle_{A=0}/\hbar \) becomes in the classical case the correlation function \(-\beta(q(0)\dot{q}(0))_{A=0}\). Finally, because the linear susceptibility is related to the power spectrum in thermal equilibrium by the fluctuation–dissipation theorem (61), the quantities from (59) can be recast into the form

\[
\eta_1(\Omega, A) = \pi A^2 |\chi(\Omega)|^2, \quad (63)
\]

\[
\mathcal{R} = \pi A^2 \frac{1}{\hbar \coth(\beta \hbar \Omega/2)} \frac{|\chi(\Omega)|^2}{\Im \chi(\Omega)} \quad (64)
\]

Thus, for weak external signals, the computation of the spectral amplification \( \eta_1 \) or of the signal-to-noise ratio \( \mathcal{R} \) is reduced to the evaluation of a dissipative, thermal quantum equilibrium correlation function in (62). This is still a very difficult task for a full nonlinear bistable potential as depicted in Fig. 5.

C. Tunneling corrections to stochastic resonance

We shall simplify the analysis further by restricting ourselves to the regime around the crossover temperature \( T_0 \) where tunneling events and classical noise-induced hopping events are of comparable importance. At such still rather high temperatures, the dissipative quantum equilibrium dynamics is solely incoherent. In addition we shall neglect the influence of small, relaxational intrawall quantum fluctuations. In principle their role could be accounted for by approximating the fast relaxational intrawall quantum motions by the weighted quantum dissipative harmonic oscillator dynamics in the left and right wells, respectively. These latter quantum dynamics can be evaluated in principle in exact closed form for all temperatures \( T \). However, such effects would play an essential role only for the signal-to-noise ratio at small ratios of \( T/T_0 \). Because we restrict the discussion here to temperatures near and above \( T_0 \), we can safely neglect their influence. As a consequence, we can derive our results within a two-state description of the system dynamics, by introducing the probabilities \( n_{L,R} \) for the system to be in the left (\( n_L \)) or right (\( n_R \)) well of the bistable potential. For a state-continuous system, \( n_{L,R} \) are defined in terms of the probability density \( p(x,t) \) for the particle’s position as

\[
n_{L}(t) = 1 - n_{R}(t) = \int_{-\infty}^{x_b} dx \; p(x,t). \quad (65)
\]

One then finds that the relaxation of an initial nonequilibrium value in Eq. (53), i.e., \( P(t) = x_0[n_R(t) - n_L(t)] \), is governed by a rate equation

\[
\dot{P}(t) = -\Gamma[P(t) - P_{eq}], \quad (66)
\]

with

\[
\Gamma = k^+_\text{qm} + k^-_{\text{qm}} \quad (67)
\]

being the sum of the forward and backward quantum hopping rates \( k^+_{\text{qm}} \) and \( k^-_{\text{qm}} \), respectively, and where \( P_{eq} : = x_0(k^+_{\text{qm}} - k^-_{\text{qm}})/\Gamma \) as a consequence of the detailed balance condition at equilibrium. Information about the detailed form of the potential is still contained in the averaged rate \( \Gamma \). In the deep quantum regime \( T \approx T_0 \) the same set of equations holds whenever incoherent tunneling dominates the dynamics (and intrawall relaxation effects are still negligible). The validity of such an approach implies either strong enough damping, or sufficiently high temperatures. The equilibrium dynamics of corresponding fluctuations of this two-state dynamics is then also governed by the same exponential decay rate \( \Gamma \), yielding for the unperturbed \((A=0)\) equilibrium power spectrum \( S_N^{(0)}(\omega) \) at the driving frequency \( \omega = \Omega \) the approximation

\[
S_N^{(0)}(\Omega) = 4\chi_{\text{lin}}^2(k^+_{\text{qm}}/\Gamma^2 - k^-_{\text{qm}}/\Gamma^2) \Gamma^2 \quad (68)
\]

Correspondingly, in the limit \( \hbar \beta \Omega \ll 1 \), the (classical or quantum) linear susceptibility \( \chi_{\text{lin}}(\Omega) \) exhibits a quasi-elastic Lorentzian peak of amplitude \( b(T) = 4(\chi_{\text{lin}}^2/k_B T)k^+_{\text{qm}}/\Gamma^2 \) and width \( \Gamma \). It thus reads

\[
\bar{\chi}(\Omega) = b(T) \frac{1}{1 - i\Omega/\Gamma} + O(\hbar \beta \Omega^3). \quad (69)
\]

In conclusion, whenever the backward and forward quantum escape rates are related by the detailed balance condition \( k^- = k^+ \exp(-\Delta E/k_B T) \) [cf. (50) and Ref. 7], we obtain for the scaled power amplitude \( \bar{\eta}_1 \) the result

\[
\bar{\eta}_1(\Omega) = \pi \left( \frac{V_b}{k_B T} \right)^2 \frac{1}{\cosh^4(\Delta E/2k_B T)} \frac{\Gamma^2}{\Omega^2 + \Gamma^2}. \quad (70)
\]

Likewise, consistent with the condition \( \hbar \beta \Omega \ll 1 \), the cotangent hyperbolicus in (64) can be approximated as the inverse of its argument, and the scaled signal-to-noise-ratio \( \mathcal{R} \) becomes effectively independent of the external frequency \( \Omega \):

\[
\mathcal{R} = \pi \left( \frac{V_b}{k_B T} \right)^2 \frac{\Gamma/\omega_b}{\cosh^2(\Delta E/2k_B T)}. \quad (71)
\]

These two relations in (70) and (71) are the main results of our semiclassical QSR analysis. The basic assumptions
under which they are valid are weak noise (52), small amplitude $A$, $\hbar \beta \Omega \ll 1$, and $T/T_0$ not too small. Several results now follow immediately:

(i) Within a two-state description of the incoherent (un-driven) dynamics, the linear response theory developed in this section effectively reduces the study of QSR to the computation of two corresponding (semiclassical) quantum escape rates $k_{\text{qm}}^\pm$ at thermal equilibrium [cf. (67)]. For temperatures sufficiently beyond $T_0$ we can use Eq. (28) with the approximation $\Lambda_1^b = \Lambda_1^p$, as discussed below (32), to obtain

$$\Gamma = f_{\text{qm}} \mu_1^b \omega_0^b \exp \{ -\beta V_b \} \cosh (\beta \epsilon /2),$$

(72)

$$f_{\text{qm}} = \prod_{n=1}^{\infty} \frac{\omega_0^2 + n^2 \nu^2 + n \nu \gamma}{\omega_0^2 + n^2 \nu^2 + n \nu \gamma} = \Gamma (1 - \mu_b^+/\nu) \Gamma (1 - \mu_b^-/\nu) / \Gamma (1 - \mu_0^+/\nu) \Gamma (1 - \mu_0^-/\nu).$$

(73)

Here, we have exploited (18), (50), and (51) and we have introduced the notations

$$\nu = 2\pi / \hbar \beta,$$

(74)

$$\gamma = \eta / m,$$

(75)

$$\alpha = \gamma / 2\omega_b,$$

(76)

$$\mu_1^b = \omega_0^b \left[ \alpha \pm (\alpha^2 + 1)^{1/2} \right],$$

(77)

$$\mu_2^b = \omega_0^b \left[ \alpha \pm (\alpha^2 - (\omega_0^b / \omega_b)^2)^{1/2} \right].$$

(78)

Further, $\Gamma$ ( . . . ) in (73) denotes the gamma function. Identifying $\mu_0^b$ with $\mu$ from (19), the crossover temperature (27) takes the form

$$T_0 = \mu_0^b \hbar / 2 \pi k_B.$$  

(79)

Explicit results for the scaled signal-to-noise ratio $\bar{R}$ are depicted in Fig. 6, and the scaled amplification for QSR is shown with Fig. 7. We note that quantum tunneling can enhance the classical result by almost two orders of magnitude!

(ii) By construction, a linear response approximation does hold independent of whether the coherent applied signal (49) involves adiabatic or nonadiabatic frequencies $\Omega$. Hence, Eqs. (63) and (64) hold for any driving frequency $\Omega$. On the other hand, while the expression (69) for the linear susceptibility $\chi(\Omega)$ becomes exact in the classical limit, the condition $\hbar \beta \Omega \ll 1$ requires some care in the semiclassical and deep quantum regimes, and may lead to restrictions on the values of the applied driving frequency $\Omega$: Whenever the condition $\hbar \beta \Omega \ll 1$ is not fulfilled, the linear susceptibility $\chi(\Omega)$ (and hence $\eta_1$ and $\bar{R}$) exhibits a more complicated dependence on the frequency $\Omega$, as determined by the full quantum fluctuation dissipation theorem (61) and by the Kramers–Kronig relationships between its real and imaginary parts (see also the next section for a discussion of QSR in the deep quantum regime).

(iii) Because Eqs. (70) and (71) hold independent of whether the escape mechanism is classical or quantum, some general features of QSR can be stated. For the case of weak external signals considered in Eqs. (70) and (71), both the scaled spectral amplification $\tilde{\eta}_1$ and the scaled signal-to-noise ratio $\bar{R}$ are independent of the external strength $A$, but only $\eta_1$ is still a function of the external frequency $\Omega$. Hence, the position $T^*_R$ of the temperature maximum of the

![Fig. 6. Quantum stochastic resonance according to (71)-(79) at zero asymmetry ($\epsilon = 0$) versus dimensionless temperature $T/T_0$, with $T_0$ the crossover temperature to tunneling dominated escape, as characterized by the semiclassical scaled signal-to-noise ratio $\bar{R}^\alpha$ (solid line). For comparison the classical signal-to-noise ratio is also depicted (dashed line), obtained by setting $f_{\text{qm}} = 1$ in (72). The inset shows the ratio between the semiclassical $\bar{R}^\alpha$, over the corresponding classical signal-to-noise ratio $\bar{R}^\alpha$, can reach almost two orders of magnitude.](image1)

![Fig. 7. Scaled spectral amplification $\tilde{\eta}_1$ [see (70)] versus dimensionless temperature for different driving frequencies $\Omega$ (solid lines). For comparison, the dashed lines give the results for the classical stochastic resonance spectral amplification (see also Fig. 6). The inset depicts the ratio between the total (forward plus backward) quantum escape rate $\Gamma$ and $\Omega$ at the temperature $T^*_R$, where $\eta_1$ assumes its maximum. The QSR maximum is thus (at low driving frequencies) only roughly determined by the condition that twice the escape time, i.e., $[2/(1 + T^*_R)]^{-1}$, should approximately be equal to the external driving period $2 \pi / \Omega$ (see Ref. 6).](image2)
scaled SNR effectively depends only on intrinsic parameters of the bistable system, such as the barrier height \( V_b \), the asymmetry \( \epsilon \), the relaxational angular frequencies \( \omega_h \) and \( \omega_0 \), and the friction coefficient \( \eta = m \gamma \). On the other hand, QSR for \( \tilde{\eta}_1 \) can be externally controlled by varying the applied driving frequency \( \Omega \).

(iv) On the same basis as in (iii), the generality of Eqs. (70) and (71) implies that the differences between classical, semiclassical or quantum SR are determined solely by the explicit temperature dependence of the escape rates \( k_\pm \). In particular, the classical [cf. (18)] and the semiclassical escape rates [cf. (73)] decay exponentially as the temperature decreases. This, together with the (classical and semiclassical) condition (52), necessary for a clear-cut separation of time scales, implies that the QSR maxima are determined by the competition between this exponential decay and the algebraic divergence \( (k_\pm T)^{-2} \) in \( \tilde{\eta}_1 \) or in \( \tilde{\mathcal{R}} \) as the temperature is decreased. Hence, the detailed balance factor \( \cosh^{-2}(\epsilon/2k_\pm T) \equiv 1 \) only plays a minor role; it always suppresses the SR phenomenon: With \( \exp(-\epsilon k_\pm T) \ll 1 \), i.e., \( \Gamma^+ = k_{\text{qm}}^+ \), the power amplification \( \tilde{\eta}_1 \) is exponentially reduced proportional to \( \exp(-\epsilon k_\pm T) \); likewise, the SNR is exponentially (but weaker) reduced proportional to \( \exp(-\epsilon k_\pm T) \). This finding is in accordance with prior studies of classical SR in nonequilibrium systems. 6

D. Quantum stochastic resonance at very low temperatures

Let us comment here in some detail on the situation in the deep cold at extreme low temperatures. As we have seen above, the main challenge in QSR consists in the evaluation of corresponding quantum expectation and correlation functions in a driven, dissipative metastable quantum system. This task, as we have witnessed with the quantum ratchet problem, up to these days has not been possible to solve by analytical means in the whole temperature regime. This objective has never been solved either for the much simpler situation of its classical limit. A useful analytical scheme is possible, however, in the deep quantum regime. In this latter regime the physics is mainly ruled by the dissipative, driven dynamics of the two lowest tunneling split levels. This typifies the so-called dissipative spin-boson problem which has been studied in the absence of external driving thoroughly over the last two decades or so, with four authoritative reviews being available. 8 Only in recent years, however, has this problem been addressed in the presence of driving. A few relevant works are listed in Ref. 22. Most importantly, the quantum rates no longer exhibit an exponential Arrhenius-type behavior. Instead, the exponential quantum rate assumes a much smoother (non-Arrhenius-like) temperature dependence and remain finite even at zero temperature. 7,8 Further, within a two-level description of the incoherent tunneling dynamics, the energy splitting of the two discrete energy levels is of the order of the asymmetry energy \( \epsilon \). Hence, the detailed balance factor represents the relative occupation of the energy levels and it is this factor that starts to play a crucial role for QSR in the deep cold. Now, when \( \epsilon \ll k_\pm T \), the energy levels become almost equally occupied, so that the limit \( \epsilon = 0 \) yields (with \( \alpha < 1 \)) no QSR phenomenon. 20,23 As a result, in the limit of zero asymmetry \( \epsilon = 0 \) generally no QSR does occur.

Moreover, at such low temperatures the driven quantum dynamics is generally no longer incoherent; i.e., rate descriptions of the type in (66) are not valid. In this regime incoherent and coherent tunneling events, with the latter occurring predominantly at weak dissipation, low temperatures and/or at nonadiabatic driving frequencies \( \Omega \). In the last three years, much progress has been made in investigating QSR in this regime. We refer the readers to a recent review of the behavior of nonlinear QSR in the driven spin boson model. See Sec. VI A in Ref. 6, or go directly to the relevant original literature: (i) Within linear response and adiabatic driving, incoherent QSR has been studied by Löfstedt and Coppersmith in Ref. 23, (ii) analytical “linear” and nonlinear QSR, both within coherent and incoherent tunneling regimes at adiabatic and nonadiabatic driving \( \Omega \), has been investigated by Grifoni and Hänggi. 20 New features, such as driving-induced resonances and quantum coherences, occur in the nonadiabatic driving regime. Moreover, nonlinear QSR also exhibits for its amplification of higher harmonics novel phenomena such as multiple quantum noise-induced suppressions of superharmonic power amplitudes together with typical phase-shift discontinuities.

Insightful exact numerical path integral studies for a driven, dissipative spin-boson model have recently been carried out by Makri. 24 The extension of this numerical approach into the regime mediating between such dissipative two-level models and the semiclassical limit has been worked out in Ref. 25, revealing a multitude of new interesting aspects of QSR.

As a general feature of nonlinear QSR one finds that a principal maximum in the response versus temperature appears when the static asymmetry exceeds the driving frequency and driving strength. Moreover, nonlinear QSR exhibits a quantum fluctuation-induced suppression of higher harmonics, together with a characteristic phase shift. 20

IV. CONCLUSIONS

In summary, we have investigated the constructive role of quantum fluctuations for noise-driven transport in rocked quantum ratchets and for the phenomenon of stochastic resonance in periodically driven bistable quantum systems. The underlying quantum dynamics in both cases is dissipative, but not necessarily overdamped. As such we have accounted for fluctuation-driven transport in the presence of finite inertia effects (finite mass \( m \)). 26 We have found that quantum noise can substantially enhance, but sometimes also suppress, the nonlinear response due to the external periodic driving.

While several ingredients, such as the coupling to a thermal heat bath and the driving out of equilibrium by an external force, as well as the general technical framework, are the same for both our model of a quantum Brownian motor and QSR, the basic mechanisms and the typical observables are different. In the first case, the salient point is the simultaneous breaking of the spatial symmetry and of the detailed
balance symmetry (thermal equilibrium), while in the second case it is the presence of some kind of threshold.

The phenomena of QSR and quantum ratchets in the presence of quantum tunneling carries a great potential for applications. The new effects may be detected experimentally by measuring the ac-quantum transport in mesoscopic metals, in ac-driven atomic force microscopy or via quantum noise-induced currents in periodically forced periodic quantum structures such as semiconductor superlattices or in optical lattices formed by interfering light waves. Yet another class is provided by noise-driven macroscopic quantum systems, such as a properly designed superconducting interference device composed of Josephson junctions. For the latter class, a characteristic rectification effect due to the ratchet effect is provided by noise-driven macroscopic quantum systems, including quantum effects, the sign of the current may become opposite to that of the classical prediction. Finally, lowering the temperature to zero does not bring the ratchet current to a standstill—as would be expected classically—but rather it saturates at a finite value. Similarly, in the case of QSR, we have demonstrated enhancement of classical SR up to two orders of magnitude due to quantum tunneling corrections.

We conclude with a few words about the issue of efficiencies in a quantum ratchet device. While classically this subject has already been addressed from different points of view, quantum systems matters are apparently more subtle and so far largely unsettled. One may speculate that the quantum efficiency should exceed the classical one because the current is typically increased, and the total consumption of energy should be generally hindered by quantum effects. A more detailed quantitative study of these questions remains as an interesting topic for future investigations.
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