Theory of activated rate processes for arbitrary frequency dependent friction: Solution of the turnover problem
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An analytical theory is formulated for the thermal (classical mechanical) rate of escape from a metastable state coupled to a dissipative thermal environment. The working expressions are given solely in terms of the quantities entering the generalized Langevin equation for the particle dynamics. The theory covers the whole range of damping strengths and is applicable to an arbitrary memory friction. This solves what is commonly known as the Kramers turnover problem. The basic idea underlying the approach is the observation that the escape dynamics is governed by the unstable normal mode coordinate—and not the particle system coordinate. An application to the case of a particle moving in a piecewise harmonic potential with an exponentially decaying memory-friction is presented. The comparison with the numerical simulation data of Staub, Borkovec, and Berne [J. Chem. Phys. 84, 1788 (1986)] exhibits good agreement between theory and simulation.

I. INTRODUCTION

The movement of a Brownian particle in a field of force is frequently employed as a model for chemical reactions.\(^1\)\(^2\) In particular, liquid state reactions are often described by the generalized Langevin equation (GLE)

\[
\mathbf{M} \dot{\mathbf{q}}(t) + \mathbf{F}(\mathbf{q}(t)) = \mathbf{W}(t),
\]

(1.1)

where the effective mass \(\mathbf{M}\) and the force \(\mathbf{F}(\mathbf{q}(t))\) are dependent on the position \(\mathbf{q}(t)\) of the particle. The system coordinate \(q\) of effective mass \(M\) moves in a potential \(U(q)\), experiences a friction kernel \(\gamma(t)\) and a random force \(\xi(t)\), that originate from the thermal motion of the liquid. The force \(\gamma(t)\) is Gaussian and satisfies the second fluctuation dissipation theorem

\[
\langle \xi(t)\xi(0) \rangle = M\gamma \langle \gamma(t) \rangle = M\gamma^2 \gamma(t)
\]

(1.2)

Kramers\(^3\) treated the problem in the Markovian limit, i.e., \(\gamma(t) = \gamma \delta(t)\), where \(\gamma\) is the static friction coefficient taken to be proportional to the viscosity of the fluid. The potential \(U(q)\) is assumed to have a well with frequency \(\omega_0\), separated from the continuum by a barrier whose height is \(V\). Kramers was interested in the escape rate \(\Gamma\) of the particle from the well. His solution was based on the analysis of two parameter regimes. When the static friction is very weak, the rate is limited by an energy diffusion process for which Kramers showed that \(\Gamma_{\text{Markovian}} = \gamma\). When the static friction is very strong, the rate is limited by spatial diffusion and it decreases as \(\Gamma_{\text{Markovian}} \sim 1/\gamma\). As noted by Kramers, these two limiting behaviors imply a maximal rate at some \(\gamma\), intermediate between the two limits. However, Kramers did not derive a single theory for the whole range of friction \(\gamma\). This is the Kramers turnover problem for which an explicit solution will be presented in this paper.

Many attempts have been made to provide a single function which would bridge between both limits.\(^4\)\(^5\) Perhaps the simplest suggestion is the ad hoc formula

\[
\frac{1}{\Gamma} = \frac{1}{\Gamma_{\text{Markovian}}} + \frac{1}{\Gamma_{\text{Spatial Diffusion}}}
\]

(1.3)

Other procedures have been studied,\(^6\)\(^7\) however, in all of them there is always an element of arbitrariness. Even the latest beautiful theory developed by Melnikov and Meshkov\(^8\) uses an ad hoc multiplicative factor\(^9\) to assure that their theory reduces to the correct spatial diffusion limit.

There has been considerable interest in extending Kramers' work to the case of frequency dependent damping. In the region of moderate-to-large damping, Grote and Dynes\(^10\) and Hänggi and Mojtabati\(^11\) found that the rate constants can often be much larger than one would obtain from the Kramers theory. Memory effects were also found to modify the rate constants in the limit of weak damping where the energy diffusion mechanism is the rate limiting process.\(^12\) Based on these theories the same\(^13\) ad hoc, but useful connection formulas were proposed to obtain rate constants in the non-Markovian case for the entire range of friction parameters.

The various rate theories for frequency dependent damping were tested numerically over a large range of parameters by Staub, Borkovec, and Berne (SBB).\(^14\) Their work, using an exponential friction kernel, revealed striking (order of magnitude) deficiencies in the predictions based on existing theories for non-Markovian rate processes. Their results presented a twofold challenge. (i) Previous theories were not able to predict correctly the rate in the SBB limit of large damping (whose precise definition is given in Sec. IV below). (ii) SBB computed the rates from weak to large
damping and observed a turnover which was not explained by existing theories.

The work of SBB stimulated quite a few theoretical papers. Hingsi\(^{1}\) realized that for their strong damping limit the bath correlation time is long, leading to an energy diffusion controlled limit.\(^{3,4,15}\) A quantitative approach containing some arbitrary assumptions, based on an extension of the spatial diffusion limit is given in Ref. 16 and criticized in Ref. 4. An insightful solution for the SBB strong damping limit which contains no adjustable parameters was obtained only recently by Talkner and Braun,\(^{11}\) thus answering the first challenge. However their work is restricted to exponential memory friction and it leaves the first challenge unanswered for an arbitrary friction kernel. The second challenge has remained completely open.

This paper will answer both challenges. In Fig. 1 we compare the results of our theory with the numerical results obtained from the SBB simulation. The theoretical results are found without the use of any adjustable parameters or ad hoc procedures. The theory we use, reported recently by Grabert\(^{16}\) is based on a normal mode approach to dissipative dynamics. In a recent series of papers, Polisk and co-workers\(^{20-22}\) have shown that much of the dissipative dynamics of GLE's can be vastly simplified using two steps. First, as shown by Zwanzig,\(^{23}\) one transforms the GLE to a Hamiltonian where the system is linearly coupled to a harmonic bath. The second step is a transformation of the coordinates of the Hamiltonian to normal modes. If this is done at a barrier, one may identify uniquely the unstable normal mode. At energies close to the barrier height, the normal modes are virtually exact. This implies that a multidimensional transition state theory (TST) using the normal mode coordinates should be useful. Polisk has demonstrated the equivalence of the spatial diffusion limited rate with multidimensional TST.\(^{24,25}\)

The key to the present theory is the observation that the unstable normal mode decouples from the other modes in the close vicinity of the barrier. This enables a formulation of a one degree of freedom stochastic process for the energy in the unstable normal mode. Using this formulation we derive an expression for the energy loss in the unstable normal mode. From the energy loss one immediately obtains the rate, the final expression is very similar to the rate expression obtained recently by Melnikov and Meshkov.\(^{9}\) We stress two crucial differences. Our theory deals with the unstable normal mode energy and not the energy along the physical coordinate as in Ref. 9. Secondly the present theory is formulated for arbitrary memory friction. The present theory is in practice identical to that of Melnikov and Meshkov only in the weak damping limit, it goes smoothly (without any ad hoc assumptions) to the correct spatial diffusion limit, which we will refer to henceforth as the multidimensional TST limit, for strong Ohmic damping.

In Sec. II we review the normal mode transformation, providing explicit continuum limit formulas for all normal mode parameters needed for the theory. In Sec. III we develop the turnover theory showing that it reduces to the correct limits, i.e., the energy diffusion or the multidimensional TST limits. The SBB system is analyzed in detail in Sec. IV. Extensions and limitations of the turnover theory are discussed in Sec. V.

II. NORMAL MODE ANALYSIS

Zwanzig\(^{23}\) showed that the classical mechanical stochastic process [Eqs. (1.1) and (1.2)] can be derived from the Hamiltonian function

\[
H = \frac{\mathbf{p}^2}{2m} + V(q)
\]

\[
+ \sum_{i=1}^{N} \left( \frac{\mathbf{p}_i^2}{2m_i} + \frac{1}{2} m_i \omega_i^2 (q_i - q_i^c)^2 \right)
\]

(2.1)

where \((x_i, p_i)\) are the coordinates and conjugate momenta of the \(i\)th bath oscillator with mass \(m_i\) and frequency \(\omega_i\). The coefficient \(c_i\) couples the \(i\)th bath oscillator to the system coordinate \(q\). The bath parameters are defined by the friction kernel. One finds that the equation of motion for the system coordinate \(q\) is identical to the GLE [Eq. (1.1)] provided that

FIG. 1. Energy diffusion limited turnover. Comparison of the numerical results of SBB for a single well potential (dotted curves with error bars) with the theory presented in this paper. For further details see Table I and Sec. IV B.
\[
\gamma(\tau) = \frac{1}{M} \sum_{\omega_{\alpha}} \frac{c_{\omega}^{2}}{m_{\omega_{\alpha}}} \cos(\omega_{\alpha} \tau). \tag{2.2}
\]

Alternatively, one can relate the bath parameters to the spectral density \(J(\omega)\) through the relation

\[
J(\omega) = \frac{\gamma}{2M} \sum_{\omega_{\alpha}} \frac{c_{\omega}^{2}}{m_{\omega_{\alpha}}} \delta(\omega - \omega_{\alpha}). \tag{2.3}
\]

From Eqs. (2.2), (2.3) one finds that the spectral density and the friction kernel are related by

\[
J(\omega) = \omega \int_0^\infty \gamma(t) \cos(\omega t) dt. \tag{2.4}
\]

In recent work,\textsuperscript{10-11} we have found that the dynamics of the GLE may be simplified considerably through a normal mode transformation (whose details are given in Ref. 20) of the system and bath coordinates. We assume, that at \(q = 0\), the potential \(V(q)\) has a barrier, with height \(V^*\) such that a harmonic expansion around \(q = 0\) leads to

\[
V(q) = V^* - \frac{1}{2} \omega_0^2 q^2. \tag{2.5}
\]

where \(\omega_0 > 0\) is the unstable frequency of the barrier. The full Hamiltonian may be decomposed into a harmonic part \(H_0\) and a nonlinear contribution \(\tilde{V}(q)\) such that

\[
H = H_0 + \tilde{V}(q). \tag{2.6}
\]

and

\[
H_0 = \frac{1}{2} \sum n \left( \frac{p_n^2}{m_n} + V^* - \frac{1}{2} \omega_0^2 q_n^2 \right) + \frac{1}{2} \sum \left( \omega_0^2 q_n^2 - \left| \frac{c_n^2}{m_n} \right| \right) \tag{2.7}
\]

By construction, \(H_0\) is a quadratic Hamiltonian which may be diagonalized. Introducing the mass weighted coordinates \(q^* = \sqrt{M \omega_0} q\) one finds that \(H_0\) may be written as

\[
H_0 = \frac{1}{2} \sum \left( p_n^2 + V^* - \frac{1}{2} \lambda_n^* n^2 + \frac{1}{2} \sum \left( p_n^2 + \lambda_n^* q_n^2 \right) \right) \tag{2.8}
\]

Here, \(\lambda_n^*\) denotes the unstable normal mode with frequency \(\lambda_n^*\) \(\neq 0\) the stable bath modes with frequency \(\lambda_n\). The normal mode frequencies are related to the original frequencies and coupling coefficients through the relations

\[
\lambda_n^* \sim \omega_0 \sqrt{\left( \frac{1}{M} \sum \frac{c_n^2}{m_n} \left[ m_n \omega_0^2 (\lambda_n^* - \lambda_n) \right] \right)^2 + 1}, \tag{2.16}
\]

\[
\lambda_n^* \sim \omega_0 \sqrt{\left( \frac{1}{M} \sum \frac{c_n^2}{m_n} \left[ m_n \omega_0^2 (\lambda_n^* - \lambda_n) \right] \right)^2 - 1}. \tag{2.11}
\]

By explicit evaluation of the determinant of the force constant matrix it is also possible to prove the identity

\[
\lambda_n^* \sim \omega_0 \sqrt{\sum_{\alpha} \omega_{\alpha}^2}. \tag{2.12}
\]

The normal mode coordinates are just an orthogonal transformation of the original (mass weighted) coordinates. Denoting the transformation matrix as \(U\) one can express the system coordinate \(q\) in terms of the normal mode coordinates as

\[
q = U_n \omega + \sum_{\omega_{\alpha}} \omega_{\alpha} \tilde{Y}_{\omega_{\alpha}}. \tag{2.13}
\]

where the matrix elements are given by

\[
\omega_{\alpha} = \frac{1}{M} \sum \frac{c_n^2}{m_n} \left( \lambda_n^* - \omega_{\alpha} \right)^2. \tag{2.14}
\]

\[
\omega_{\alpha} = \frac{1}{M} \sum \frac{c_n^2}{m_n} \left( \lambda_n - \omega_{\alpha} \right)^2. \tag{2.15}
\]

One of the important observations, which make the normal mode transformation so useful, is that the unstable mode frequency \(\lambda_n^*\) and the matrix element \(\omega_{\alpha}\) that project onto the normal mode, may be expressed in terms of the spectral density or equivalently the friction kernel.\textsuperscript{21} Using the relation (2.3) one finds that

\[
\lambda_n^* = \omega_0 \left[ 1 + 2 \pi \int_0^\infty d\omega \frac{\gamma(\omega)}{\omega} \left( \frac{1}{(\omega^2 + \lambda_n^*)} \right)^{-1} \right]. \tag{2.16}
\]

From Eq. (2.4) one can show that the Laplace transform of the friction kernel may be written as

\[
\tilde{\gamma}(s) = \frac{1}{\sqrt{\pi}} \int_0^\infty d\omega \frac{\gamma(\omega)}{\omega} \left( \frac{s}{\omega^2 + \lambda_n^*} \right)^{3/2}, \tag{2.17}
\]

which combines with Eq. (2.16) to give the Grote-Hynes relation\textsuperscript{19} for the unique, positive valued, renormalized barrier frequency

\[
\lambda_n^* = \omega_0 \left[ \frac{\tilde{\gamma}(s)^{1/2}}{\lambda_n^*} \right]. \tag{2.18}
\]

Since \(J(\omega) > 0\) [implying \(\tilde{\gamma}(s)^{1/2} > 0\)] the effective barrier frequency \(\lambda_n^*\) is always smaller than the bare barrier frequency \(\omega_0\). Similiarly, using Eq. (2.3) one finds for the matrix element \(\omega_{\alpha}\)

\[
\omega_{\alpha} = \frac{1}{M} \sum \frac{c_n^2}{m_n} \left( \lambda_n^* - \lambda_n \right)^2 \tag{2.19}
\]

Defining a "perturbation parameter" \(\varepsilon\) as

\[
\varepsilon = \frac{1}{\lambda_n^*} - 1 = \frac{\lambda_n^*}{\lambda_n^*} \frac{\omega_{\alpha}}{\lambda_n^*}, \tag{2.20}
\]

\[
\varepsilon = \frac{1}{\lambda_n^*} - 1 = \frac{\lambda_n^*}{\lambda_n^*} \frac{\omega_{\alpha}}{\lambda_n^*}, \tag{2.20}
\]

using Eqs. (2.17) and (2.19), gives the interesting relation

\[
\varepsilon = \frac{\lambda_n^*}{\lambda_n^*} \frac{\omega_{\alpha}}{\lambda_n^*} \tag{2.21}
\]

Clearly, in the weak damping limit, \(\varepsilon\) is small, but we shall see in the next sections that for memory friction, \(\varepsilon\) can remain a small parameter also when seemingly the damping parameter \(\tilde{\gamma}(0)\) is very large. In anticipation of the theory developed in the next section we provide one additional crucial identity relating the normal mode transformation to the Laplace transform of the
friction kernel. We will see in the next section that the function
\[
K(z) = \sum_{\lambda} \frac{n_\lambda}{\omega_\lambda^2} \cos(\lambda z)
\]
(2.22)
is needed to determine the energy loss of the system due to interaction with the thermal bath. In Ref. 21 it is shown that the Laplace transform \(K(z)\) of this function may be written as
\[
\mathcal{K}(s) = \sum_{\lambda} \frac{n_\lambda}{\omega_\lambda^2} \frac{s}{s^2 + \lambda^2} \approx \frac{s}{(s^2 + \omega^2)(s^2 + \lambda^2)}
\]
(2.23)
The first expression on the right-hand side is obtained by the direct Laplace transform of Eq. (2.22), the second expression is less trivial and is obtained by inversion of the force constant matrix [cf. Appendix A of Ref. 21(a)]. An alternative derivation is given in Appendix A.

To summarize, the properties of the normal mode transformation provide three basic relations between the normal mode coordinates and their continuum limit. These are the Grote Hynes relation—Eq. (2.19), the projection relation—Eqs. (2.19)-(2.21), and the relation of the Laplace transform of \(K(t)\) with the memory friction, \(\gamma(s)\), Eq. (2.22). With these tools we are able to express the turnover theory presented in the next section in terms of the system parameters and the memory friction.

III. THE TURNOVER THEORY
A. The multidimensional TST limit

The general problem we consider is that of a particle trapped in a well (with harmonic frequency \(\omega_0\)), separated from the continuum by a barrier, cf. Fig. 2. Escape is possible only by crossing of the barrier. At the barrier, the total energy becomes the sum of the normal mode energies. Let us denote by \(E\) the energy in the stable modes \(p\), and by \(E_p\) the remaining energy in the unstable mode \(p\). Since the normal modes are not coupled, the probability to cross the barrier region depends on the energy \(E\) only. For \(E > V^*\) the particle leaves the well while for \(E < V^*\) the \(p\)-component of the trajectory goes through a turning point and the particle returns to the well.

Following Kramers we now imagine injecting particles at a constant rate near the bottom of the well and removing them from the continuum (or the adjacent well). The system then will approach a steady-state probability with a constant flux across the barrier. Let \(W\) be this steady-state probability normalized to one particle in the well. We assume here and in the sequel that the barrier height \(V^*\) is much larger than \(k_B T\). Then, apart from corrections exponentially small in \(V^*/k_B T\), the probability \(W\) will concentrate near the bottom of the well and it can be replaced by a Boltzmann distribution there. As a first approximation we shall assume that this Boltzmann distribution remains valid even near the top of the barrier. Clearly, this assumption is reasonable only under certain conditions to be specified below. Since the Hamiltonian decomposes in the barrier region according to (2.9), the Boltzmann distribution factorizes into
\[
W_p = \frac{1}{Z} \prod_{\lambda} \exp \left[ -\beta \left( \frac{1}{2} \omega_\lambda^2 + \frac{1}{2} \lambda^2 p^2 \right) \right] \times \exp \left[ -\beta \left( \frac{1}{2} \omega_p^2 + V^* - \frac{1}{2} \lambda^2 p^2 \right) \right],
\]
(3.1)
where \(\beta = 1/k_B T\) and where \(Z\) is a normalization factor. For high barriers the contributions to \(Z\) come from the well region only. There we may introduce another normal mode system. The calculation will not be given here since it is very similar to the normal mode analysis presented in the preceding section. Normalizing the probability to one particle in the well we find (using an identity similar to Eq. (2.12) for the normal modes at the well)
\[
Z = \frac{\beta \omega_0}{2\pi} \prod_{\lambda} \frac{\beta \omega_p}{2\pi}.
\]
(3.2)
Integrating (3.1) over the stable mode coordinates, we obtain by means of (2.12) for the equilibrium distribution of the unstable mode coordinates
\[
W_p(\rho p) = \frac{\beta \omega_0}{2\pi} \frac{1}{\omega_p} \times \exp \left[ -\beta \left( \frac{1}{2} \rho^2 + V^* - \frac{1}{2} \lambda^2 p^2 \right) \right].
\]
(3.3)
When the energy in the unstable normal mode
\[
E = \frac{1}{2} \rho^2 + V^* - \frac{1}{2} \lambda^2 p^2
\]
is smaller than \(V^*\), the trajectory will reach a turning point where \(\rho = 0\). As pointed out by Grabert, the crucial quantity needed for an estimate of the decay rate, is the distribution of energy in the unstable normal mode. For \(E < V^*\) let \(\langle E \rangle\) denote the probability to find the system within the time interval \(dt\) with a mode energy between \(E\) and \(E + dE\) at a turning point of the \(p\) mode. From (3.3) it is seen that a
thermal distribution near the barrier yields for this probability

\[ f_{\lambda}(E) = \frac{\sigma_0}{2\pi} \frac{\lambda^n}{a^n} \exp(-\beta E). \]  

(3.5)

Near a turning point (\( p = \rho_0 \), \( \rho = 0 \)) one has \( dE = -\lambda^n \rho d\rho d\varphi \) and \( dp = \rho \lambda^n \varphi d\varphi \) so that

\[ |dE| = |d\rho| \]  

(3.6)

and the Jacobian of the transformation leading to Eq. (3.5) equals \( 1 \). For \( E > \gamma \) the system crosses the barrier. We denote by \( f(E)dE \) the probability to find the system at a barrier (\( \rho = 0 \)), within the time interval \( dt \) and with a normal mode energy between \( E \) and \( E + dE \). A similar reasoning as above shows that the thermal distribution near the barrier (3.3) leads again to Eq. (3.5). This means that Eq. (3.5) gives the likelihood, at thermal equilibrium, of finding the system at a turning point or at the barrier depending on whether \( E \) is smaller or larger than the barrier energy.

In terms of the steady state probability \( f(E) \), the rate of transitions out of the well can be written

\[ \Gamma = \int f(E)dE \]  

(3.7)

since all particles reaching the barrier with \( E > \gamma \) escape with probability 1. As discussed in a previous paper, the recrossing problem does not occur in the normal mode representation. This is crucial for the analysis which enables the extension of the Melnikov and Meschkov approach to parameter regimes outside of the weak damping limit. Due to the interaction with the bath modes, the system coordinate \( q \) behaves stochastically and it may cross the point \( q = 0 \) several times during an escape event. These fluctuations are absent in the \( \rho \) coordinate since it decouples from the other modes and hence moves smoothly near the barrier. It should be noted that the normal mode energy \( E \) differs from the mechanical energy \( E = \frac{1}{2}M \dot{\gamma}^2 + V(q) \) of the particle. The two energies are equal only in the absence of damping.

The rate formula (3.7) is formally exact. Approximations enter because the nonequilibrium probability \( f(E) \) is not known exactly. In the following subsections we shall calculate \( f(E) \) for systems with high barriers. Before doing so let us discuss a simple approximation. Replacing \( f(E) \) by the equilibrium probability \( f_{\lambda}(E) \), (Eq. 3.5), we obtain from (3.7)

\[ \Gamma = \int f_{\lambda}(E) dE \]  

which is just the result obtained by Grote and Hynes and Hänggi and Meibauer along quite different lines. As discussed in a previous paper, the normal mode analysis shows that Eq. (3.8) is just the multidimensional transition state theory result. It differs from the simple one-dimensional transition state theory rate by the factor \( \lambda^n / a^n \) describing a reduction of the rate caused by the damping of the reaction coordinate.

The rate formula (3.8) is based on the assumption of a thermal distribution of the energy \( E \) in the unstable normal mode near the barrier. This will only be the case when the \( \rho \) mode and the stable modes are coupled sufficiently strongly in the well region so that the mode energy \( E \) is thermalized whenever the system returns to the metastable well. In the general case, the energy exchange between the unstable and the stable modes has to be studied explicitly, a problem we shall address in the following subsection.

### B. Energy loss and energy fluctuations

When the system fluctuates to the barrier region and the energy \( E \) in the unstable normal mode is below the barrier energy \( \gamma \), the particle returns to the well where all modes are coupled by the potential \( V(q) \) [cf Eq. (2.6)]. For \( E > \gamma \) let us introduce the conditional probability \( P(E|E > \gamma) \) that a system loosing the barrier region with energy \( E \) in the \( \rho \) mode returns to the barrier with an energy between \( E \) and \( E + dE \). This probability satisfies the condition of detailed balance

\[ P(E|E > \gamma) \exp(-\beta E) = P(E > \gamma|E) \exp(-\beta E) \]  

(3.9)

and it tends to thermalize the energy in the unstable normal modes. Now, in the steady state under consideration, particles are injected into the well and removed beyond the barrier. Because of the steady flux from the well outwards, the distribution \( f(E) \) introduced in the preceding section may deviate from its equilibrium form \( f_{\lambda}(E) \), Eq. (3.5). In general, \( f(E) \) has to be calculated from the steady state condition

\[ f(E) = \int f(E > \gamma|E) dE \]  

(3.10)

For energies a few times \( k_B T \) below the barrier energy, the probability \( f(E) \) will approach \( f_{\lambda}(E) \) since \( P(E|E > \gamma) \) satisfies the detailed balance condition (III.9). Hence, the conditional probability \( P(E|E > \gamma) \) is needed only for energies near the barrier energy. Furthermore, when the modes are coupled strongly in the well region, a large fraction of the energy \( E \) will usually be absorbed by the stable modes during a traversal of the well. As a function of \( E \), the conditional probability \( P(E|E > \gamma) \) will then have only a small Boltzmann tail for energies near \( E > \gamma \). Under these conditions, Eq. (3.10) is very accurately solved by \( f_{\lambda}(E) \) and deviations from the multidimensional TSF theory result are not important. Hence, we are in the favorable situation that the conditional probability \( P(E|E > \gamma) \) has to be determined only for the case of weak coupling between the unstable and the stable modes in the well region.

Using Eqs. (2.6), (2.9), and (2.13) we readily obtain for the equations of motion in the normal mode basis

\[ \ddot{x} - \lambda \dot{x} \rho = -\frac{\lambda}{k_B T} V'(u_0 \rho + \sum_{n \neq 0} u_n \rho) \]  

(3.11)

and

\[ \ddot{y} + \lambda \dot{y} \rho = -\frac{\lambda}{k_B T} V'(u_0 \rho + \sum_{n \neq 0} u_n \rho) \]  

(3.12)

where

\[ V'(x) = \frac{1}{\sqrt{M}} \frac{dV(x,\sqrt{M})}{dx} \]

The coupling between the unstable and the stable modes in the well region arises through the coefficients

\[ e = \frac{u_0}{|u_0|} \tag{3.13} \]

and the weak coupling limit may be characterized by [cf. Eq. 2.20]

\[ \epsilon = \sum_i \sqrt{g_i} < t_i^*. \tag{3.14} \]

It should be stressed (as is also demonstrated explicitly in Sec. IV) that this definition of the weak coupling limit is much more general than the usual definition which corresponds to weak damping. The static friction \( f(p) \) may be large in magnitude and still \( \epsilon < 1 \), leading to deviations from the multidimensional ST limit, in agreement with Hänggi's arguments.

In order to calculate \( P(E|E') \) let us assume that at \( t = t_0 \) the \( p \) mode is in the barrier region at the turning points corresponding to the initial mode energy \( E' \). To find the probability that the system returns to the barrier region when energy \( E \) we solve the exact equations of motion (3.11) and (3.12) to first order in the coupling coefficients \( g_i \). For the unstable mode the zero order equation of motion is

\[ \dot{p} - \lambda_p p = -u_0 \epsilon \left( \sum_i g_i p_i \right) \tag{3.15} \]

For zero damping this reduces to the equation of motion of the system coordinate \( q \). However, if the damping is nonzero, the \( p \) mode for zero coupling is governed by an effective potential which may substantially differ from the original potential \( f(q) \). Given the initial conditions (turning point and energy) it is straightforward to solve the unperturbed \( p \)-mode equation of motion (3.15) and thus the time \( t_r \) needed to return to the turning point. The first order equation of motion for the unstable modes then reads

\[ \dot{y}_i = -\lambda_{p_i} y_i + g_i F \tag{3.36} \]

with the force \( F \) given by

\[ F = -u_0 \epsilon \left( \sum_i g_i p_i \right) \tag{3.17} \]

In Eq. (3.17), one inserts the zero order for the system \( q \) motion, Eq. (3.15). Thus, to first order, the stable mode equation of motion is that of a forced harmonic oscillator whose solution is well known:

\[ y_i(t) = y_i(0) \cos(\lambda_i t) + \frac{\sin(\lambda_i t)}{\lambda_i} \int_0^t dt' \frac{\sin[\lambda_i(t - t')]}{\lambda_i} g_i F(t') \tag{3.18} \]

The positions \( y_i(0) \) and velocities \( \dot{y}_i(0) \) of the stable modes are assumed to be distributed thermally, i.e.,

\[ (y_i(0) = \langle y_i(0) \rangle, \langle \dot{y}_i(0) \rangle = 0, \lambda_i \langle \dot{x}_i^2(0) \rangle = \langle \dot{y}_i(0) \rangle = k_B T. \tag{3.19} \]

The energy in the \( y \) mode (which is well defined in the near vicinity of the barrier where the anharmonicity may be neglected)

\[ E_i = \frac{1}{2} \dot{y}_i^2 + \frac{\lambda_i}{2} y_i^2 \tag{3.20} \]

changes during the transversal of the \( p \)-mode over the time \( t_r \) according to

\[ E_i(t_r) = E_i(0) + \frac{1}{2} \int_0^{t_r} dt' \int_0^{t_r} dt \frac{\cos[\lambda_i(t - t')]}{\lambda_i} g_i F(t') \]

\[ + g_i \int_0^{t_r} dt' \int_0^{t_r} dt \right) = \sin[\lambda_i(t - t')]/\lambda_i \tag{3.21} \]

as can be verified from Eq. (3.18).

In principle \( F(t) \), determined by the uncoupled \( p \)-mode equation of motion (3.16), is dependent on the initial energy \( E' \). However, if the barrier is large (\( V'' > 1 \)) then variations in \( E_i(t_r) \) - \( E_i(0) \) with energy will be of the order \( (V'' - E')/k_B T \). Since \( V'' - E' \) is of order \( k_B T \) the condition that the barrier is large assures that such corrections may be neglected. It suffices to evaluate \( F(t) \) at the barrier energy \( E'' = V'' \). The unperturbed \( p \) mode is then the motion that starts asymptotically close to the barrier and returns asymptotically to the barrier at time \( t_r \) - \( \infty \).

With these preliminaries we are able to determine the conditional probability \( P(E|E') \). Since the energy absorbed by all stable modes equals the energy loss of the unstable modes, we find from Eqs. (3.39) and (3.21) that the energy \( E \) in the unstable mode when the system returns to the barrier is

\[ E = E' - \Delta E + \delta E \tag{3.22} \]

where

\[ \Delta E = \frac{1}{2} \sum_i \sqrt{g_i} \int_0^{t_r} dt' \int_0^{t_r} dt \frac{\cos[\lambda_i(t - t')] g_i F(t')}{\lambda_i} \tag{3.23} \]

is the average energy loss, and \( \delta E \) are Gaussian fluctuations about \( (E - E' - \Delta E) \) with \( \langle \delta E \rangle = 0, \langle \delta E^2 \rangle = 2 k_B T \delta E \).

Hence, in the limit \( \beta V'' > 1 \), the relevant part of the distribution \( P(E|E') \) takes the form

\[ P(E|E') \sim \exp \left[ - (E - E' - \Delta E)^2/4k_B T \delta E \right]. \tag{3.25} \]

This conditional probability satisfies the condition of detailed balance (3.2). It should be stressed here that \( \Delta E \) is a positive quantity as may be seen by inserting the identity

\[ \cos[\lambda_i(t - t')] = \cos(\lambda_i t) \cos(\lambda_i t') + \sin(\lambda_i t) \sin(\lambda_i t'), \tag{3.26} \]

into Eq. (3.23). This leads to the result

\[ \Delta E = \frac{1}{2} \sum_i \sqrt{g_i} \int_0^{t_r} dt \cos(\lambda_i t) F(t) \tag{3.27} \]

\[ + \sum_i \left[ \int_0^{t_r} dt \left( \frac{\sin(\lambda_i t)}{\lambda_i} F(t) \right)^2 \right] \geq 0. \tag{3.28} \]

Note that, although the form of Eq. (3.25) is identical to Eq. (3.7) of Ref. 9, the two are fundamentally different. In
Ref. 9, $E'$ denote energies along the system coordinate. Here, they denote the energy in the unstable mode. As a result, the average energy loss given by Eq. (2.23) is usually quite different from the estimate based on the weak damping diffusion equation.

The average energy loss, Eq. (2.23) may be written as

$$\Delta E = \frac{1}{2} \int_0^\infty dt \int d^3K(t-t')F(t)F(t').$$

(3.28)

$K(t)$ is known in the continuum limit [Eq. (2.23)], and the $r$-mode unperturbed equation of motion [Eq. (3.15)] involves quantities such as $\omega_r$ and $\lambda_r$ whose continuum limit is also known. Here, continuum limit means that all functions are expressed in terms of the quantities entering the GLE, Eq. (1.1). This implies that we have obtained an explicit solution for the energy loss $\Delta E$ and the conditional probability $P(E|E')$. It is now straightforward,219 to obtain the rate, as shown in the next subsection.

It is of interest to derive a slightly different form for the energy loss expression. Integrating Eq. (3.28) by parts and observing that $P(0) = f(\eta_{<0}) = 0$ since $P(t)$ is determined by the asymptotic orbit, we find

$$\Delta E = \frac{1}{2} \int_0^\infty dt \int d^3\phi \phi(t)\phi(\eta_{<0})f(\eta_{<0})f(\eta_{<0}).$$

(3.29)

Here $\phi(t)$ is an effective friction kernel

$$\phi(t) = \sum_{\lambda, \lambda'} \int \frac{d^3\lambda}{\lambda^2} \int \frac{d^3\lambda'}{(\lambda^2 + \lambda'^2)\cos \lambda t} \frac{d\lambda'}{\lambda'}. $$

(3.30)

In the weak damping limit, one finds [cf. Eqs. (2.11), (2.15), or Ref. 19] that the transformation matrix elements are approximately

$$u_{\delta} \approx \sqrt{\frac{M_2}{\phi\delta^2}},$$

(3.31)

so that in the weak damping limit $\phi(t)$ reduces to the memory friction $\gamma(t)$. This shows that in this limit, our expression for the energy loss is identical to the expression of Zwanzig,223 we also refer to Ref. 17. In principle, taking the Laplace transform of $\phi(t)$ and using the identity given in Eq. (2.33) one can derive a continuum expression for $\phi(t)$, similar to Eq. (2.23). In practice, the resulting expression is less tractable than Eq. (2.23) so that we will use only Eq. (3.28).

C. The rate

We now want to calculate the reaction rate explicitly. As discussed in the beginning of this section, deviations from the multidimensional TST rate arise from deviations of the probability $E$ from its equilibrium from $f_\eta(E)$. The probability $F(E)$ has to be calculated from the steady state condition (3.10). Since the probability $P(E|E')$, Eq. (3.25), satisfies the detailed balance condition (3.9), Eq. (3.10) has a solution $F(E)$ approaching $\eta_{<0} = E > \eta_{<0}$ $T$. It is convenient to make the ansatz

$$F(E) = f_\eta(E) \exp \left\{ [B(E - V') - \delta] [B(E - V')] \right\}$$

(3.10)

into a Wiener–Höpl equation with a symmetric kernel that can be solved by standard methods. Combining the solution with (3.7) the escape rate is then found to be of the form

$$\Gamma = \frac{d\phi}{d\omega} f_\eta \exp \left\{ (-\eta) - \frac{d\phi}{d\omega} \right\} \int \left[ 1 - e^{-\eta_1 + \eta_2} \right].$$

(3.32)

where the transmission factor $f_\eta$ describes the deviations due to the friction. We have

$$f_\eta = \frac{d\phi}{d\omega} \exp \left\{ \frac{\eta_1 - \eta_2}{1 + \eta_2} \right\} \int \left[ 1 - e^{-\eta_1 + \eta_2} \right].$$

(3.33)

where $\Delta = \Delta E/k_B T$.

(3.34)

For $d\phi$ the transmission factor (3.33) approaches $f_\eta = \eta / \omega$ exponentially fast. In this region $F(E)$ is very close to $f_\eta(E)$ and the escape rate is given by the multidimensional TST result, Eq. (3.8), which is independent of the precise form of $P(E|E')$. Nonequilibrium effects in $E$ are only important for $\eta$ of order 1, or smaller.

To conclude this section we summarize the conditions which are necessary for the validity of the present theory.

(a) First order perturbation approximation, $\epsilon < 1$. (b) Neglect of corrections to steeper descent, $V' > k_B T$.

The first condition assures the validity of the perturbation theory estimate of the energy loss, through the perturbative solution of the normal mode equations of motion (3.11) and (3.12). Given the friction kernel $\phi(t)$ it is easy to estimate $\epsilon$ (cf. Eq. (2.21)). Small $\epsilon$ leads to a small energy loss so that the rate is essentially limited by the energy diffusion process. The second condition which is somewhat more tricky is needed to assure the validity of the estimate for the rate (3.33), given the energy loss. Note that $P(E|E')$ is the conditional probability for the energy with respect to the $r$-mode. Thus it is not sufficient that condition $\beta$ holds for the system coordinate $q$. It is necessary that the effective barrier height for the unperturbed $r$-mode (Eq. 3.15) is much larger than $k_B T$. From Eq. (3.15) it follows that the unperturbed $r$-mode is governed by the Hamiltonian

$$H_p = \frac{1}{2} \dot{q}^2 + \frac{1}{2} \dot{\eta}^2 - \epsilon \eta^2 + V_i (\omega p / \delta \eta),$$

(3.35)

where $\epsilon = 1$. The effective potential $\tilde{Q}(\eta)$ will generally have a barrier height $Q'$ which is different from $V'$. Thus, the more precise statement of condition (b) is

$$k_B T > 2 \eta^2.$$ (b')

To estimate whether this condition holds one must first estimate the continuum limit of $\tilde{Q}(\eta)$. From Eq. (3.33) we already noted that nonequilibrium effects in $E$ are important only for $\Delta = \Delta E / k_B T \leq 1$. From condition (b') we can thus derive a third condition for validity of the theory, namely

$$\Delta E \ll Q'.$$ (c)

We will see in the application presented in the next section that in practice $\eta$ is in condition (c) which is crucial. It should be stressed though that when $\epsilon < 1$ the theory does not necessarily break down. If $\epsilon > 1$ leads to a large
energy loss, then although the estimate of the energy loss is not accurate, the estimate for the rate remains valid. When $\beta \Delta E > 1$, the rate (Eq. (3.33)) is exponentially insensitive to the magnitude of $\beta \Delta E$ and leads to the multidimensional TST limit. Only in the case that $\beta > 1$, on the estimated energy loss Eq. (3.33) $\beta \Delta E < 1$, will the present theory provide an unambiguous estimate of the rate.

Finally, we note that for $\delta < 1$, the transmission factor (3.35) approaches $f_T = \beta \Delta E (\lambda / \alpha)^{s}$, which induces in the weak damping limit to the well known energy diffusion estimate for the rate, i.e.,

$$\Gamma_{\text{diff}} = \beta \Delta E \frac{\alpha T_0}{2\pi} \exp(-\beta V^s) \, . \quad (3.36)$$

IV. AN APPLICATION: THE SINGLE WELL SBB PROBLEM

A. The system

As described in the Introduction, the extensive numerical studies of Scharf, Berkowitz, and Berne[11] showed that all previous theories were not sufficient for a general understanding of activated barrier crossing rates. Here, we apply the theory developed in the previous sections to the single well SBB system. The potential to be studied is the piecewise continuous parabolic potential

$$V(q) = \begin{cases} \frac{1}{2} M \omega_q^2 (q + q_0)^2, & q < -q^* \\ \frac{1}{2} M \omega_q^2 q^2, & q > q^* \end{cases} \, . \quad (4.1)$$

where the continuous matching of $V(q)$ and its derivative $\dot{q} = q$ implies

$$q_0 = \left(\frac{-1 + \omega_q^2}{\omega_q^2}\right)^{1/2}, \quad \dot{q}^* = \left(\frac{1}{\omega_q^2}\right)^{1/2} M \omega_q^2 q_0.$$  

A plot of this potential with typical parameters is shown in Fig. 2. The nonlinear part of this potential [cf. Eq. (2.61)] has the simple form

$$V_0(q) = \frac{1}{2} M \left(\omega_0^2 + \alpha^2\right) (q + q_0)^2, \quad q < -q^*$$

otherwise.  

(4.2)

The friction kernel used by SBB is an exponential

$$\gamma(t) = \alpha^{-1} \exp(-t/\alpha T),$$

which gives for the Laplace transform

$$\gamma \left(\frac{1}{s}\right) = \frac{1}{1 + \frac{1}{s} \alpha T}.$$  

(4.3)

Here $\gamma = \hat{\gamma}(0)$ is the static friction and $\alpha$ is essentially the inverse of the infinite frequency shear modulus of the solvent. The SBB models is thus defined in terms of the five parameters $\omega_0, \alpha, \omega_q, \gamma, V^s, \alpha_T, \gamma_T$.

$$Q(\rho) = \begin{cases} \frac{1}{\gamma_T} \frac{\rho + \alpha T}{\rho^s}, & \rho > \rho^s \\ \frac{1}{\gamma_T} \frac{\rho - \rho^s}{\rho^s}, & \rho < \rho^s \end{cases} \, .$$

(4.4)

where $\rho^s = \sqrt{\gamma_T / \alpha T}$ and the effective well frequency $\omega_q$ is given by

$$\omega_q = \omega_q^* (\alpha_0^2 + \omega_0^2) - \omega_s^*.$$  

(4.5)

The first step towards solution of the problem is to determine $\lambda^*$ and $\epsilon$. From Eq. (2.18) we obtain

$$\lambda^* = \omega^* (1 - \frac{1}{\gamma_T} \alpha T), \quad \epsilon = \omega^*.$$  

(4.6)

This cubic equation for $\lambda^*$ has one positive root, the Groe- 

Hynes frequency. In order to proceed it is convenient to in- 

troduce a dimensionless damping parameter

$$\gamma = \gamma/\omega^*$$  

(4.7)

and another dimensionless parameter

$$\alpha^* = \omega^*/\omega_0.$$  

(4.8)

characterizing the deviation of $\gamma (t), (4.4), \text{ of a Mar- 

kovian damping kernel. For weak damping, } \gamma < 1, \text{ we find from (4.6)}$

$$\left(\frac{\lambda^*}{\omega^*}\right)^2 = 1 - \frac{1}{2} \gamma + \frac{1}{8} (1 + 6 \alpha^*) \gamma^2$$

(4.9)

while for strong damping, $\gamma > 1$, we have

$$\left(\frac{\lambda^*}{\omega^*}\right)^2 = \left(\frac{\alpha^* - 1}{\alpha^*}\right)^{1/2} + \frac{1}{2 \alpha^*} (\alpha^* - 1) \frac{1}{\gamma}$$

for $\alpha^* > 1$

(4.10)

Using Eq. (2.21) we find that the perturbation parameter $\epsilon$ is

$$\epsilon = \frac{\gamma^* \omega^*/\lambda^*}{2 (1 + \alpha^* \lambda^*/\alpha^*)^2}.$$  

(4.11)

Clearly, the weak coupling condition is satisfied for weak damping, $\gamma < 1$, but also for strong damping, $\gamma > 1$, pro- 

vided $\alpha^* > 1$ [cf. Eq. (4.10)]. In both of these limits we expect to find strong deviations from the multidimensional TST rate.

The equation of motion for the uncoupled $\rho$ mode is

$$\ddot{\rho} = \frac{1}{\alpha_T} \frac{\gamma_T}{\alpha^* \lambda^*} (\rho + \rho^s), \quad \rho < -\rho^s$$

$$\ddot{\rho} = \frac{1}{\alpha_T} \frac{\gamma_T}{\alpha^* \lambda^*} (\rho - \rho^s), \quad \rho > \rho^s.$$  

(4.12)

where $\rho^s = \sqrt{\gamma_T / \alpha_T}$. The effective potential for the uncoupled $\rho$ mode [cf. Eq. (3.35)] is

$$Q^s = V^s + \frac{1}{\alpha_T} \frac{\gamma_T}{\alpha^* \lambda^*} \frac{\alpha_0^2}{\omega_0^2}$$

(4.13)

It follows that the effective barrier height for the uncoupled $\rho$-mode motion is

$$Q^s = \frac{1}{\alpha_T} \frac{\gamma_T}{\alpha^* \lambda^*} \frac{\alpha_0^2}{\omega_0^2}.$$  

(4.14)

We will see in the next subsection that for various parameter ranges \( \Omega \ll \varepsilon' \) so that the theory may be applied carefully.

The equations of motion for the \( \rho \) mode at the energy \( R = \varepsilon' \) are easily solved. Because of its piecewise parabolic nature of the potential, the force \( F(t) = 0 \) as long as

\[
\rho(0) = \rho(\tau_p) = -\rho^* \quad \text{and} \quad \rho(\tau_p) = -\rho(\tau_p) = -\Lambda^* \rho^*. 
\]

(14.17) (14.18)

Thus \( \tau_p \) is the time it takes the \( \rho \) mode to traverse the well region once at the energy \( \varepsilon' \). With these boundary conditions, the solution of Eqs. (14.13) leads to the following expression for \( F(t) \):

\[
F(t) = i \frac{\omega_p}{\Lambda^* \Lambda^-} \left( \Lambda^+ + \Lambda^- \right) \rho^* \times \left[ 1 - \cos(\lambda \tau_p) + \frac{\Lambda^+ \lambda}{\Lambda^-} \sin(\lambda \tau_p) \right], \quad 0 \leq \tau_p \leq \tau_p. 
\]

(14.19)

The traversal time \( \tau_p \) is determined from the equations

\[
\cos(\lambda \tau_p) = \frac{\Lambda^+ \lambda - \Lambda^- \lambda}{\Lambda^+ + \Lambda^- \lambda}, \quad \sin(\lambda \tau_p) = -\frac{2 \Lambda^+ \lambda}{\Lambda^+ + \Lambda^- \lambda}. 
\]

(14.20)

Since \( \Lambda^+ \Lambda^- > 0 \), it is evident that \( \tau_p \leq \frac{\pi}{2\lambda} < \infty \).

The only element now missing for computation of the energy loss is the function \( K(\tau) \) whose Laplace transform is known through Eqs. (14.23) and (4.5). To invert the Laplace transform we first note that the pole at the Grote-Hynes frequency \( \Lambda^* \) of the first term in Eq. (14.23) is compensated by a corresponding pole of the second term. This cancellation occurs for arbitrary damping and follows by means of (Eq. 14.21). All other poles of \( K(\tau) \) have negative real parts so that \( K(\tau) \) approaches 0 for \( \tau \to \infty \).

For the exponentially decaying memory function, Eq. (4.4), the additional poles of the first term in Eq. (14.23) are at

\[
\tau = -\frac{\tau_p}{2} \pm \frac{i}{\alpha}, 
\]

(4.21)

where

\[
\tau_p = \frac{1}{2} \left( \Lambda^* - \frac{1}{\alpha} \right), 
\]

(4.22)

and

\[
\tau = \frac{\tau_p}{2} - \frac{\omega_p}{\alpha} \Lambda^* \Lambda^- \alpha. 
\]

(4.23)

The quantity \( \alpha \) can be real or imaginary. The second term in Eq. (14.23) has a further pole at \( \tau = -\tau_p/2 \). Calculating the residues, one readily determines the inverse Laplace transform

\[
K(t) = \frac{1}{2} \exp\left(-\frac{\tau_p}{2}t\right) \left[ 1 + 2 \varepsilon' \cosh(\sigma t) \right] + \frac{1 + \frac{2 \varepsilon' \sigma}{\alpha} \sinh(\sigma t)}{\sigma} - \frac{1}{2} \exp\left(-\frac{\tau_p}{2}t\right). 
\]

(4.24)

Inserting now Eqs. (4.19) and (4.24) into Eq. (3.26), one finds that the average energy loss may be written as

\[
\Delta E = \varepsilon'' \left( \frac{4\pi^2}{2\alpha} \sinh^2(\sigma t) \right). 
\]

(4.25)

where we introduced

\[
R(z) = \frac{\Lambda^+ \Lambda^-}{\Lambda^* \Lambda^*} \left[ 1 - \cos(\lambda \tau_p) + \frac{\Lambda^+ \lambda}{\Lambda^-} \sin(\lambda \tau_p) \right] - \cos(\lambda \tau_p) - \frac{2 \Lambda^+ \lambda}{\Lambda^+ + \Lambda^- \lambda}. 
\]

(4.26)

This integral may be evaluated to yield

\[
R(z) = \frac{\Lambda^+ \Lambda^-}{\Lambda^* \Lambda^*} \left[ 1 - e^{-\frac{\tau_p}{2\lambda}} \right] + \frac{\Lambda^+ \Lambda^-}{\Lambda^* \Lambda^*} \left[ 1 - e^{-\frac{\tau_p}{2\lambda}} \right] - \frac{2 \Lambda^+ \lambda}{\Lambda^+ + \Lambda^- \lambda}. 
\]

(4.27)

In Eqs. (4.25)–(4.27) we have expressed the energy loss only in terms of the five SBB parameters. Although the final analytical expression for the energy loss is not very compact it is straightforward to evaluate it, a programmable pocket calculator suffices. Given \( \Delta E \), the rate must be evaluated by numerical integration of Eq. (3.33).

It is possible though to obtain somewhat more tractable expressions in certain limits. For \( \sigma' \gg 1 \) one must distinguish between the weak damping limit, \( \gamma' < 1 \), and the strong damping limit, \( \gamma' > 1 \). For weak damping, we have already seen that our theory reduces to the well known weak damping expression for the energy loss [cf. Eqs. (3.29)–(3.31)]. The analytic result for \( K(\tau) \) in the limit \( \gamma' < 1 \) is

\[
K(\tau) = \frac{\gamma'}{\gamma'} - \frac{\sigma}{\sigma'} \left( 1 - e^{-\sigma' \tau} \right), \quad \gamma' < 1. 
\]

(4.28)

This result also holds for \( \sigma^* < 1 \), provided that one is truly in the weak damping limit. With this result one finds for the energy loss

\[
\Delta E = \frac{\gamma'}{\gamma'} \left[ 1 + \frac{\sigma \gamma}{\gamma'} \right]. 
\]

(4.29)

Using the expression Eq. (3.36) one recovers the weak damping result obtained by Talkner and Braun [cf. Eq. 2.41 of Ref. 17].

For the case \( \gamma' > \sigma^* > 1 \) it has already been noted that the bath is moving very sluggishly. In this limit one finds that
\[ K(t) = \frac{E}{2} \left[ (\alpha^* + \lambda^* \sigma^*) -1 - (\alpha^* - 1)e^{-\lambda^* t} \right] \]
\[ - (\alpha^* - 2)e^{-\lambda^* t} + 0(c^2) \]  
\tag{4.30}

showing immediately that the energy loss will be of the order of \(1/\gamma^*\) as observed numerically by SBB and analyzed theoretically by Talsner and Braun. The same conclusion may be obtained in terms of a reader value. The theory formulated in this paper is for a single well potential. To compare with the SBB simulation it is necessary to extract the single well rates from their numerical results. Here we note that SBB used the absorbing barrier method (ABM) \(^{33,34}\) to estimate the double well rates. Based on the assumptions of the ABM method, we show in Appendix C that the single well rates may be extracted from the double well rate. Denote the SBB double well transmission factor \(\phi^{SW}\) as given in terms of \(\phi^{DW}\) by the expression

\[ f^{sw} = f^{SW}(\lambda^*/\lambda^{SW}) \]
\[ f^{SW} + \lambda^*/\lambda^{SW} \]  
\tag{4.32}

The comparison presented in Fig. 1 is on a logarithmic scale. To obtain more insight into the theory we provide in Table I the same parameter values, the numerical (single well) rates of SBB, and our results, for the perturbation parameter \(\epsilon\), the unstable reduced normal mode frequency \(\gamma^* = \omega^*/\omega^*\), the reduced effective well frequency for the unstable normal mode \(\lambda^* = \omega^*/\omega^*\), the reduced time spent in the well \((\lambda^*/\lambda^{SW})\), the effective normal mode barrier height \((\epsilon^*/\epsilon^{SW})\), the energy loss \((\beta^*/\beta^{SW})\) and the resulting transmission coefficient \(f_1\) \(\epsilon\). Eq. (4.32)).

The first six entries in Table I are for a thick barrier, corresponding to the lowest two of Fig. 1. The physics leading to the turnover apparent in Fig. 1 are different from those of the "regular" Kramers' behavior. As evident from Table I, here, for low and high damping the energy loss is small and the turnover is a result of slow energy diffusion in both limits. Due to the approximations of the simulation results, this is not to be expected since for all these cases our theory is well defined \(\epsilon < 1\), \(\beta^*/\beta^{SW} \ll 0.25\).

Cases 7-11 correspond to the middle panel of Fig. 1. The frequency ratio \(\omega^*/\omega^* = 2\) was used to plot the piecewise parabolic potential shown in Fig. 2. For energies 7-9 we find a large energy loss, leading to the multidimensional TST limit and excellent agreement with the simulation, even though cases 7 and 8 are such that \(\beta^*/\beta^{SW} > 0.25\). The exponential intensity of the rates to the magnitude of \(\beta^*/\beta^{SW}\) provided that \(\beta^*/\beta^{SW} = 1\), is responsive for the correct result. For case 10, SBB provided results for their full reactive flux computation \(\Phi^{sw} = 0.088 \pm 0.018\) and the ABM method \(\Phi^{sw} = 0.126 \pm 0.024\). For the sake of consistency we use only their ABM result although the full reactive flux computation does give much better agreement. The discrepancy between their two numbers implies that the typical error in the numerical results is \(-50\%\), i.e., somewhat larger than the statistical estimates of SBB.

Entries 14-20 are for a thin barrier. As already shown in the top panel of Fig. 1, good agreement is found in the weak damping limit. In the intermediate and strong damping range \(\gamma^* = 15\), there seems to be a discrepancy. For these entries we find an energy loss that is greater than the normal mode barrier height \((\epsilon^*/\epsilon^{SW})\). For case 20 the energy loss is only somewhat smaller than \(\epsilon^*/\epsilon^{SW}\). This means that the estimate of \(\beta^*/\beta^{SW}\) is not large, the inaccuracy is \(\beta^*/\beta^{SW}\) that reflects itself in the estimate for the rate.

We have stressed the fact that the turnover shown in Fig. 1 is a result of slow energy diffusion in both weak and strong damping limits. To gain more insight, we plot in Fig. 3 the bath function \(K(t)\) \(\epsilon\) with behavior

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig3.png}
\caption{The function \(K(t)\) for exponential memory factor \(\epsilon\). Eq. (4.24). The fraction turns for \(\epsilon^* = 1\), that is in the weak and strong damping limits, energy diffusion is \(\omega^*/\omega^*\).}
\end{figure}
<table>
<thead>
<tr>
<th>No.</th>
<th>$\beta V^*$</th>
<th>$\alpha^*$</th>
<th>$\gamma^*$</th>
<th>$\phi^*$</th>
<th>$\chi^*$</th>
<th>$\delta^*$</th>
<th>$\rho^*$</th>
<th>$\delta L^*$</th>
<th>$\gamma^*$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.2</td>
<td>0.31</td>
<td>0.63</td>
<td>0.12</td>
<td>0.45</td>
<td>0.81</td>
<td>0.23</td>
<td>0.35</td>
<td>0.10</td>
</tr>
<tr>
<td>2</td>
<td>0.2</td>
<td>0.31</td>
<td>0.63</td>
<td>0.12</td>
<td>0.45</td>
<td>0.81</td>
<td>0.23</td>
<td>0.35</td>
<td>0.10</td>
</tr>
<tr>
<td>3</td>
<td>0.2</td>
<td>0.31</td>
<td>0.63</td>
<td>0.12</td>
<td>0.45</td>
<td>0.81</td>
<td>0.23</td>
<td>0.35</td>
<td>0.10</td>
</tr>
<tr>
<td>4</td>
<td>0.2</td>
<td>0.31</td>
<td>0.63</td>
<td>0.12</td>
<td>0.45</td>
<td>0.81</td>
<td>0.23</td>
<td>0.35</td>
<td>0.10</td>
</tr>
<tr>
<td>5</td>
<td>0.2</td>
<td>0.31</td>
<td>0.63</td>
<td>0.12</td>
<td>0.45</td>
<td>0.81</td>
<td>0.23</td>
<td>0.35</td>
<td>0.10</td>
</tr>
<tr>
<td>6</td>
<td>0.2</td>
<td>0.31</td>
<td>0.63</td>
<td>0.12</td>
<td>0.45</td>
<td>0.81</td>
<td>0.23</td>
<td>0.35</td>
<td>0.10</td>
</tr>
<tr>
<td>7</td>
<td>0.2</td>
<td>0.31</td>
<td>0.63</td>
<td>0.12</td>
<td>0.45</td>
<td>0.81</td>
<td>0.23</td>
<td>0.35</td>
<td>0.10</td>
</tr>
<tr>
<td>8</td>
<td>0.2</td>
<td>0.31</td>
<td>0.63</td>
<td>0.12</td>
<td>0.45</td>
<td>0.81</td>
<td>0.23</td>
<td>0.35</td>
<td>0.10</td>
</tr>
<tr>
<td>9</td>
<td>0.2</td>
<td>0.31</td>
<td>0.63</td>
<td>0.12</td>
<td>0.45</td>
<td>0.81</td>
<td>0.23</td>
<td>0.35</td>
<td>0.10</td>
</tr>
<tr>
<td>10</td>
<td>0.2</td>
<td>0.31</td>
<td>0.63</td>
<td>0.12</td>
<td>0.45</td>
<td>0.81</td>
<td>0.23</td>
<td>0.35</td>
<td>0.10</td>
</tr>
<tr>
<td>11</td>
<td>0.2</td>
<td>0.31</td>
<td>0.63</td>
<td>0.12</td>
<td>0.45</td>
<td>0.81</td>
<td>0.23</td>
<td>0.35</td>
<td>0.10</td>
</tr>
<tr>
<td>12</td>
<td>0.2</td>
<td>0.31</td>
<td>0.63</td>
<td>0.12</td>
<td>0.45</td>
<td>0.81</td>
<td>0.23</td>
<td>0.35</td>
<td>0.10</td>
</tr>
<tr>
<td>13</td>
<td>0.2</td>
<td>0.31</td>
<td>0.63</td>
<td>0.12</td>
<td>0.45</td>
<td>0.81</td>
<td>0.23</td>
<td>0.35</td>
<td>0.10</td>
</tr>
<tr>
<td>14</td>
<td>0.2</td>
<td>0.31</td>
<td>0.63</td>
<td>0.12</td>
<td>0.45</td>
<td>0.81</td>
<td>0.23</td>
<td>0.35</td>
<td>0.10</td>
</tr>
<tr>
<td>15</td>
<td>0.2</td>
<td>0.31</td>
<td>0.63</td>
<td>0.12</td>
<td>0.45</td>
<td>0.81</td>
<td>0.23</td>
<td>0.35</td>
<td>0.10</td>
</tr>
<tr>
<td>16</td>
<td>0.2</td>
<td>0.31</td>
<td>0.63</td>
<td>0.12</td>
<td>0.45</td>
<td>0.81</td>
<td>0.23</td>
<td>0.35</td>
<td>0.10</td>
</tr>
<tr>
<td>17</td>
<td>0.2</td>
<td>0.31</td>
<td>0.63</td>
<td>0.12</td>
<td>0.45</td>
<td>0.81</td>
<td>0.23</td>
<td>0.35</td>
<td>0.10</td>
</tr>
<tr>
<td>18</td>
<td>0.2</td>
<td>0.31</td>
<td>0.63</td>
<td>0.12</td>
<td>0.45</td>
<td>0.81</td>
<td>0.23</td>
<td>0.35</td>
<td>0.10</td>
</tr>
<tr>
<td>19</td>
<td>0.2</td>
<td>0.31</td>
<td>0.63</td>
<td>0.12</td>
<td>0.45</td>
<td>0.81</td>
<td>0.23</td>
<td>0.35</td>
<td>0.10</td>
</tr>
<tr>
<td>20</td>
<td>0.2</td>
<td>0.31</td>
<td>0.63</td>
<td>0.12</td>
<td>0.45</td>
<td>0.81</td>
<td>0.23</td>
<td>0.35</td>
<td>0.10</td>
</tr>
<tr>
<td>21</td>
<td>0.2</td>
<td>0.31</td>
<td>0.63</td>
<td>0.12</td>
<td>0.45</td>
<td>0.81</td>
<td>0.23</td>
<td>0.35</td>
<td>0.10</td>
</tr>
<tr>
<td>22</td>
<td>0.2</td>
<td>0.31</td>
<td>0.63</td>
<td>0.12</td>
<td>0.45</td>
<td>0.81</td>
<td>0.23</td>
<td>0.35</td>
<td>0.10</td>
</tr>
<tr>
<td>23</td>
<td>0.2</td>
<td>0.31</td>
<td>0.63</td>
<td>0.12</td>
<td>0.45</td>
<td>0.81</td>
<td>0.23</td>
<td>0.35</td>
<td>0.10</td>
</tr>
<tr>
<td>24</td>
<td>0.2</td>
<td>0.31</td>
<td>0.63</td>
<td>0.12</td>
<td>0.45</td>
<td>0.81</td>
<td>0.23</td>
<td>0.35</td>
<td>0.10</td>
</tr>
<tr>
<td>25</td>
<td>0.2</td>
<td>0.31</td>
<td>0.63</td>
<td>0.12</td>
<td>0.45</td>
<td>0.81</td>
<td>0.23</td>
<td>0.35</td>
<td>0.10</td>
</tr>
<tr>
<td>26</td>
<td>0.2</td>
<td>0.31</td>
<td>0.63</td>
<td>0.12</td>
<td>0.45</td>
<td>0.81</td>
<td>0.23</td>
<td>0.35</td>
<td>0.10</td>
</tr>
<tr>
<td>27</td>
<td>0.2</td>
<td>0.31</td>
<td>0.63</td>
<td>0.12</td>
<td>0.45</td>
<td>0.81</td>
<td>0.23</td>
<td>0.35</td>
<td>0.10</td>
</tr>
<tr>
<td>28</td>
<td>0.2</td>
<td>0.31</td>
<td>0.63</td>
<td>0.12</td>
<td>0.45</td>
<td>0.81</td>
<td>0.23</td>
<td>0.35</td>
<td>0.10</td>
</tr>
<tr>
<td>29</td>
<td>0.2</td>
<td>0.31</td>
<td>0.63</td>
<td>0.12</td>
<td>0.45</td>
<td>0.81</td>
<td>0.23</td>
<td>0.35</td>
<td>0.10</td>
</tr>
<tr>
<td>30</td>
<td>0.2</td>
<td>0.31</td>
<td>0.63</td>
<td>0.12</td>
<td>0.45</td>
<td>0.81</td>
<td>0.23</td>
<td>0.35</td>
<td>0.10</td>
</tr>
<tr>
<td>31</td>
<td>0.2</td>
<td>0.31</td>
<td>0.63</td>
<td>0.12</td>
<td>0.45</td>
<td>0.81</td>
<td>0.23</td>
<td>0.35</td>
<td>0.10</td>
</tr>
<tr>
<td>32</td>
<td>0.2</td>
<td>0.31</td>
<td>0.63</td>
<td>0.12</td>
<td>0.45</td>
<td>0.81</td>
<td>0.23</td>
<td>0.35</td>
<td>0.10</td>
</tr>
<tr>
<td>33</td>
<td>0.2</td>
<td>0.31</td>
<td>0.63</td>
<td>0.12</td>
<td>0.45</td>
<td>0.81</td>
<td>0.23</td>
<td>0.35</td>
<td>0.10</td>
</tr>
<tr>
<td>34</td>
<td>0.2</td>
<td>0.31</td>
<td>0.63</td>
<td>0.12</td>
<td>0.45</td>
<td>0.81</td>
<td>0.23</td>
<td>0.35</td>
<td>0.10</td>
</tr>
<tr>
<td>35</td>
<td>0.2</td>
<td>0.31</td>
<td>0.63</td>
<td>0.12</td>
<td>0.45</td>
<td>0.81</td>
<td>0.23</td>
<td>0.35</td>
<td>0.10</td>
</tr>
<tr>
<td>36</td>
<td>0.2</td>
<td>0.31</td>
<td>0.63</td>
<td>0.12</td>
<td>0.45</td>
<td>0.81</td>
<td>0.23</td>
<td>0.35</td>
<td>0.10</td>
</tr>
</tbody>
</table>

*These are the numerical results of the SBB simulation. cf. Table 1 of Ref. 13(b).
really determines the energy loss. For weak damping, \( \gamma^* = 0.1 \) \( K(t) \) is well approximated by Eq. (4.26). The function shows a rapid exponential falloff; the magnitude is small, leading to a small energy loss. As the damping increases, \( \gamma^* \) becomes the falloff becomes slower, the magnitude increases and so does the energy loss, leading to the multidimensional TST limit. For strong damping, the falloff becomes very slow, as already mentioned (cf. Appendix B), the bath becomes very sluggish, justifying a sudden approach. The magnitude of \( K(t) \) also decreases, all this leads to very small energy loss, and an energy diffusion limited rate.

Entries 21, 22, and 25-28 all correspond to the multidimensional TST limit. Here, \( \alpha^* < 1 \), at high damping the energy loss becomes large, full equilibration is achieved, and \( f_\gamma \) is given simply by the Grote-Hynes factor, as also noted by Talkner and Braun.\(^{17}\) In all these cases, the perturbation parameter \( \varepsilon \) is not small, leading to large energy loss, and the correct multidimensional TST limit. Discrepancies found in entries 26-28 may be errors in the numerical simulation since the Grote-Hynes factor (\( A^*/\alpha^* \)) is an upper bound for the transmission factor \( f_\gamma \). Talkner and Braun reach the same conclusion.

It is interesting to note that for \( \alpha^* < 1 \), \( \gamma^* > 1 \) the function \( K(t) \) differs qualitatively from the sudden limit. This is shown in Fig. 4. Although for \( \gamma^* > 1 \) there is an overall slow decay, it is modulated by a rapid oscillation. Analysis of Eqs. (4.21)-(4.24) shows that this limit \( \alpha^* < 1, \gamma^* > 1 \)

\[
K(t) = e^{-\alpha^* t} \cos \left( \frac{\alpha^* t}{\gamma^*} \right).
\]

(4.33)

For \( \alpha^* < 1 \) and large damping, there is only one dominant term with high frequency \( \omega^*/\gamma^* \), that contributes to \( K(t) \). Since the discretized form of \( K(t) \) is a weighted sum of cosine functions (cf. Eq. 2.22), one may conclude from Eq. (4.32) that in the limit \( \gamma^* \to \infty \), the dynamics reduce to those of a two degree of freedom system, where the bath oscillator has a high frequency \( \omega^*/\gamma^* \). Since \( \varepsilon > 1 \) we have \( \omega_0 \ll \varepsilon \) (cf. Eq. 2.20) and the unstable normal mode is almost perpendicular to the system coordinate \( q \), which because there are only two degrees of freedom, must now coin-

cide with the bath mode! One thus expects for short times, that the motion along the \( q \) coordinate will be almost harmonic. The dynamics are such that the unstable normal mode motion is very slow in comparison to the bath. Because of the large damping, this leads to a large energy transfer and to the multidimensional TST limit is obtained. Because of the very slow motion of the unstable normal mode, a time average over the system coordinate will show for long times a slow diffusive motion as seen in Fig. 4(b) of SBB [Ref. 13(b)]. In this limit the term spatial diffusion is justified. The turnover in the rate as one goes from weak to strong damping is here, identical in nature to the original Kramers turnover. Some typical examples are shown in Fig. 5.

Entry 23 is especially interesting. The perturbation parameter \( \varepsilon \) > 1 and the energy loss \( \beta^* R^2 \) \( \gamma^* \). However, the energy loss is quite small. In this case our theory should fail and in fact we find at least a factor of two difference. Likewise, entries 24 and 29 correspond to a possible inaccuracy of our theory, similar to entries 27-19 (although for 29 agreement is actually very good). In these cases \( \varepsilon < 1 \) and the energy loss is greater than the carrier height.

\[ \begin{array}{c}
\text{FIG. 4. The function } K(t) \text{ in the spatial diffusion limit. } \\
\alpha^* < 1, \alpha^* \sim > 1. \\
\text{Note that } K(t) = 37.04, 34.66 \text{ for } \gamma^* = 10, 100, \text{ respectively.}
\end{array} \]

\[ \text{FIG. 5. Turnover from energy diffusion to spatial diffusion limited escape. The solid lines are based on the present theory; dashed lines are the multidimensional TST [Eq. (3.3)]. Both curves with bars are from the SBB single well simulation results. Ref. 13. For large } \gamma^* \text{, the dotted line coincides with the wiggle line, only the former is shown. Note that for } \omega^*/\gamma^* = 1 \text{ large damping gives an already substantial deviation from the multidimensional TST. Here, the rate again becomes energy diffusion limited.} \]

Entries 30-36 all deal with $e\gamma^2$ and $e\gamma$, these are limits when theory should be good. Thus discrepancies in entries 33 and 34 are probably due to inaccuracy in the numerical simulation.

In summary, our theory agrees with all SBB data within a factor of two. Considering the numerical uncertainties in the simulation and the few cases where we identify a breakdown or an observable failure of our theory, we believe that this agreement may be considered as satisfactory.

V. DISCUSSION

The turnover theory presented in Sec. III is quite general. Starting from a CLE we obtain expressions which are uniquely determined by the system potential, $V(q)$ and the memory friction, $\gamma(t)$. In this sense the theory has been formulated for arbitrary friction.

Our analysis of the SBB system has highlighted the fact that there are two very different mechanisms that can lead to a turnover of the rate of escape as a function of the damping strength. The usual transition from energy diffusion at low damping to spatial diffusion at large damping is found in the SBB system when the parameter $\alpha < 1$. This limit is characterized by small energy loss from the unstable normal mode at weak damping but large energy loss at large damping, leading to an equilibrium energy distribution and the validity of multidimensional TST. Some graphical examples of this turnover (based on our theory) are presented in Fig. 5. The second turnover mechanism is one for which the rate is limited by energy diffusion in both weak and high damping limits. This is the case when the SBB parameter $\alpha > 1$, examples of this turnover are shown in Fig. 1. This mechanism is characterized by small energy loss in both limits. Our theory describes correctly both mechanisms without any ad hoc assumptions or adjustable parameters.

The formal generality of the theory does not imply that it is always valid. For example, if the spectral density has a very narrow peak around some frequency, one would expect this frequency region to be strongly coupled to the unstable normal mode leading to two relatively large normal mode transformation matrix elements. In this case, the perturbation parameter $\epsilon$ will be of order one, and one would expect that the perturbative solution of the equations of motion will no longer be valid.

On a simpler level, we have seen that for Ohmic dissipation, in the strong damping limit, $\epsilon \rightarrow 1$. In this case through, exponential insensitivity of the rate to the magnitude of the energy loss $\Delta E$, when $\Delta E \ll \epsilon^2$ (1) [cf. Eq. (3.33)] still leaves us with a theory that reduces to the correct multidimensional TST limit. In fact, when $\epsilon \rightarrow 1$ the theory predicts a large energy loss which implies fast thermalization and validity of multidimensional TST. Thus the theory extends correctly also to cases when $\epsilon \rightarrow 1$. Explicit examples are found in the SBB simulation. However, when $J(\omega)$ has a narrow peak around one or more frequencies one might expect a selective energy mixing which would not allow rapid thermalization and in this limit the theory as it stands would break down. For example, in realistic models the energy loss shows irregular behavior near the barrier region and cannot be assumed to be a constant in a region of width $k_B T$. Such a breakdown would be the dissipative counterpart to what is known as non-RRKM behavior in gas phase chemistry. In principle such a situation could be remedied by explicit solution for the simultaneous equations of motion of the unstable and strongly coupled modes. This is, though, beyond the scope of the present paper.

The theory presented in this paper is for a single well potential. Generalization to an asymmetric double well potential is straightforward, all one needs to do is to adapt Melnikov and Menkhoov's Eq. (8.8) to the unstable mode dynamics in both wells.

Perhaps the most important result of this paper is that in classical mechanics, the motion along the unstable normal mode really determines the escape dynamics. The same is true in quantum mechanics as demonstrated for example in Refs. 19 and 27. Briefly, since $\lambda < \epsilon^2$, the normal mode barrier is thinner as a result of dissipation, leading to an exponential decrease of tunneling rates. Elsewhere, the present approach will be generalized to treat the case of quantum escape dynamics.
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APPENDIX A: RESPONSE FUNCTION IN THE BARRIER REGION

Let us consider the response of the system coordinate to an external driving force $f(t)$ when the system moves in the barrier region where the potential may be approximated by Eq. (2.5). From Eq. (1.11) the Fokker-Planck equation of motion for the reaction coordinate reads

$$ \dot{q}(t) = -\nabla V(q(t)) + \int_{0}^{t} d\tau \gamma(t - \tau) \dot{q}(t) = f(t)/M. $$

(A1)

The response of $q(t)$ to the force $f(t)$ is described in terms of a response function $R(t)$ the Laplace transform of which reads

$$ \hat{R}(\omega) = -\frac{\omega^2 + \nabla^2 V}{\omega^2 + \nabla^2 V - \omega^2}. $$

(A2)

On the other hand, using the normal mode representation Eq. (1.13) and the Hamiltonian (2.9), we find

$$ \hat{R}(\omega) = \frac{\omega_0}{\sqrt{2} \pi} \exp \left( -\frac{\omega_0^2}{2} \right). $$

(A3)

This representation reveals the divergent part of the response arising from the instability of an inverted parabolic potential. Hence, the regular part of the response function, which decays in the time domain, is given by

\[
\text{Reg}[\hat{\mathcal{S}}(\omega)] = \sum_{n=1}^{N} \frac{\omega_n^2}{\omega_n^2 + \lambda_n^2} = (\ell^2 + s^2 + \omega^2)^{-1} \frac{\omega^2}{\lambda - s^2} \]  \tag{A4}
\]

Now, apart from a factor \(1/\omega_n^2\), the first expression on the right-hand side is just the Laplace transform of \(K(t)\) [cf. Eq. (2.23)], and we immediately obtain Eq. (2.23).

**APPENDIX B: SUDDEN APPROXIMATION FOR THE CASE \(\alpha^*\gamma^* < 1\)**

For the exponential friction used in the SBB problem one finds that the spectral density \(J(\omega)\) is given by [cf. Eq. (2.4)]

\[
J(\omega) = \frac{\omega}{1 + (\omega/(\omega^*\alpha^*)^*)^\alpha^*} \tag{B1}
\]

For frequencies \(\omega > \omega^*/(\alpha^*\lambda^*)\) this implies that

\[
J(\omega) \sim \frac{\omega^*}{\alpha^*\lambda^*} \tag{B2}
\]

Therefore the limit of \(\alpha^*\gamma^* \gg 1\) the spectral density has contributions from only very low frequency modes. This is a quantitative expression for the sluggishness of the bath modes. In this Appendix we use this observation to derive an expression for the energy loss, in this limit. Combining Eqs. (2.22), (3.28), (4.19), and (4.20) one finds by direct integration

\[
\Delta E = \frac{2}{3} \frac{\mu}{\lambda} \frac{\lambda^*}{\lambda} \frac{\lambda^*}{\lambda} \frac{\alpha^*}{\alpha^*} \frac{\omega^*}{\omega^*} \sum_{\omega_n} \frac{\omega_n^2}{\omega_n^2 + \lambda_n^2} \times \left[ \sin(\lambda_n/2) + (\lambda_n/\lambda^*) \cos(\lambda_n/2) \right]^2 (\lambda_n - \lambda_n) \]  \tag{B3}
\]

The times \(t \sim 1/\lambda_n\), and all bath frequencies are very small so that \(\lambda_n \ll 1\). We may therefore expand the expression to first order in \(\lambda_n^* / \lambda_n\). This gives the simple result

\[
\Delta E \approx \frac{2}{3} \frac{\mu}{\lambda} \frac{\lambda^*}{\lambda} \frac{\lambda^*}{\lambda} \frac{\alpha^*}{\alpha^*} \frac{\omega^*}{\omega^*} \times \left( - \frac{2}{\lambda_n} \right) \]  \tag{B4}
\]

Since \(\sum_{\omega_n} \frac{\omega_n^2}{\omega_n^2 + \lambda_n^2} = (1 + \epsilon)\), and \(\epsilon \ll 1\), we find to first order in the perturbation parameter \(\epsilon\) that the energy loss is

\[
\Delta E \approx \epsilon^2 \frac{2}{3} \frac{\mu}{\lambda} \frac{\lambda^*}{\lambda} \frac{\lambda^*}{\lambda} \frac{\alpha^*}{\alpha^*} \frac{\omega^*}{\omega^*} \times \left( - \frac{2}{\lambda_n} \right) + O(\epsilon^2) \tag{B5}
\]

**APPENDIX C: SINGLE WELL RATES OF THE SBB SIMULATION**

As noted in Sec. IV, SBB present numerical results for the decay rate in a symmetric (piecewise parabolic) double well potential based on the ABBM.\(^{20,21}\) In this Appendix we show how their results may be inverted to obtain the single well rate. It should be stressed though that this inversion is correct provided that the statistical independence assumption underlying the ABBM method is valid.

As noted by Strass and Berne,\(^{22}\) the reactive flux in a double well potential, with a high barrier \((B^* > 1)\) will decay exponentially at long times

\[
k(t) \approx (\lambda_B^* \omega_B^*)^{-1} (1 + \lambda_B^* \omega_B^*) \]  \tag{C1}
\]

where \(\lambda_B^*\) and \(\omega_B^*\) are the forward and backward rate constants and \(\lambda_B^*\) is the "plateau value" of the reactive flux

\[
\lambda_B^* = \frac{k_1 + k_2}{(k_1 + k_2)_{\text{eq}}} \]  \tag{C2}
\]

The assumption of statistical independence of consecutive recrossings of the transition state (TS) leads to the fundamental relation of the ABBM [Eq. (10) of Ref. 7(a)]

\[
\lambda_B^* = T_{TS} T_{TS} \]  \tag{C3}
\]

where \(T_{TS}\) is defined as the fraction of trajectories integrated along the system coordinate \(\eta\) that originate at the TS with velocity in direction of well \(A(B)\) which immediately get trapped in \(A(B)\) and so do not quickly recross the barrier.

The numerical simulation results of SBB for the symmetric double well potential defined here as \(f_{\text{SW}}^*\) are identical to \(\lambda_B^*\). It follows from Eq. (C3) that \(T_{TS} = T_{TS} = T_B^*\).

\[
T_B^* = \frac{\langle T^* \rangle}{1 + f_{\text{SW}}^*} \]  \tag{C4}
\]

Similarly, for a purely harmonic barrier, the rate is exactly the multidimensional TST limit [Eq. (3.6)] that \(\lambda_{\text{SW}}^* = \lambda^* \omega^*\). This implies that for the pure barrier with \(T_B^* = T_B^* = T^*\), the fraction that immediately gets trapped when integrating along the system coordinate \(\eta\) is

\[
T^* = \frac{2}{3} \frac{\mu}{\lambda^*} \frac{\lambda^*}{\lambda^*} \frac{\alpha^*}{\alpha^*} \frac{\omega^*}{\omega^*} \times \left( - \frac{2}{\lambda_n} \right) \]  \tag{C5}
\]

For the single well problem, the assumption of statistical independence of recrossings allows us to estimate \(T_{TS}\) which is the fraction that immediately gets trapped in the well, from the symmetric double well result so that \(T_{TS} = T_{TS} = T_B^*\).

On the other hand, \(T_{TS}\) the fraction of the barrier that crosses the barrier and doesn't return (because there is no well in the \(B\) region) is obtained from the pure barrier case, that is \(T_{TS} = T^*\). Introducing this with Eqs. (C4) and (C5) into Eq. (C3) leads to the desired result [cf. Eq. (4.32)]

\[
f_{\text{SW}}^* = \frac{2}{3} \frac{\mu}{\lambda^*} \frac{\lambda^*}{\lambda^*} \frac{\alpha^*}{\alpha^*} \frac{\omega^*}{\omega^*} \times \left( - \frac{2}{\lambda_n} \right) \tag{C6}
\]

Since \(f_{\text{SW}}^*\) is given by SBB with error bounds, one can estimate from this result new error bounds on \(f_{\text{SW}}^*\) in standard fashion. The single well estimate \(f_{\text{SW}}^*\) with its error bounds are given in Table I.
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